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SPACE TECHNOLOGIES
AND THE WAR IN IRAQ

Prof. Petar Getsov

Space Research Institute - Bulgarian Academy of Sciences

Abstract

The paper presents a description of the application of aerospace technologies
during the war in Irag. The specific instrumentation wused by the USA and its allies in the
field of communication, navigation, and control of weapons and armunition (o schedule
war activities is presented. Conclusions are made on the ever growing application of space
technologies in modern wars and their impact on the efficiency of decision-making at war
times.

State- or private-owned space instrumentation provided coalition
troops in Iraq with data of unprecedented scale and quality, required lo
control military activities at all levels.

This armada of space instrumentation comprises navigation,
communication, and metcorological satellites, as well as satellites for
remote sensing of the Earth from space (Fig.1) [1].

Navigational provision during the war was supplied by the global
navigation system, Navstar GPS, owned by the space leadership of the USA
Military Air Force. It uscs 28 satellites to provide all types of troops with
precise data about the objects’ location and speed of movement, and time.

The system works steadily, owing to the continuously maintained
number of satellites within the group and the continuous replacement of the
GPS2A satellites for satellites of the GPS2B and GPS2F type, belonging
accordingly to the third and fourth satellite generation, and featuring greater
fidelity, precision, and mobility. A typical characteristic of theirs is their
nuclear explosion operative identification system, furnished with optical
devices and registration sensors for X-ray and clectromagnetic emissions.

The major advantages of the Navstar GPS, providing for its wide
implementation during the Iragi military operation, arc the following: high
on-line identification precision of user’s 3D coordinates and velocity vector;



global operation zone; independence of GPS precision characteristics on
time, weather, or flight height (Fig.2); unlimited system admissibility and
user on-board equipment screening during operation; high protection level
against jamming and relatively low number of system receivers; multi-
purposefulness providing to solve not only navigational, but a large class of
other military problems as well.

The Navstar signals are captured by the reccivers of both mobile
and stationary control instrumentation, thus enhancing greatly military
decision-taking and implementation processes for various-levelled staff and
even for soldiers.

Moreover, the signals obtained by the GPS system are used to
control  high-precision weapons, including controlled ammunition and
rockets (Fig. 1), By comparing the trajectory parameters assigned to them
with current on-line parameters, control signals are formed, which jointly
with the signals from the correlation system, comparing preset surface and
relief images with the area’s thermal map, provide to hit the targets with
grecat precision.

The coalition troops used a remarkably great number of images of
Iraqi territory and battlcfield. To this end, as a rule, private companies
(IKONOS, SPOT, QUICKBIRD etc.) are widely used.

Depending on the troops’ needs, image taking is scheduled and the
ordered images are obtained, which are then processed by dedicated
software and submitted for use, .

The lkonos satellite flies along a solar-synchronous orbit,
providing images featuring resolution of 4 meters for the coloured ones and
1 meter for the black-and-white ones, whercas the Spot satellite features a
couple of operating spectral ranges, providing spectral-range images, as well
as an infrared channel.

These satellites feature a smaller resolution than military space
recconnaissance satellites, but provide to form stereo-images. Based on
experience from previous wars, this type of satellites is used to plan war
activities, inclusive of dealing blows on some particular objects.

Spot’s advantage is that it is furnished with standard on-line data
transmission equipment, which relieves data access for military users.

Quick Bird provides images featuring resolution of 0.5-1.25 m
within the panchromatic range and 2-5 m within the multi-spectral range — 4

ranges within the visible and infrared range. The georeference
error of the obtained images following special ground-based processing
constitutes no more than 15 m (35).
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Fig.2

The quantity and intensity of supplied space data (reconnaissance
or other) to the appropriate ground-based centers is much greater than it was
with all previous war conflicts {Fig.3) [2]. There are several reasons for this:

- the requirement of the USA and its allies for overall space

provision of the high-precision instrumentation and
ammunition;



the requirement to provide for harmonization of the actions of
the various forces and institutions of the coalifion partners,
located at great distance from each other.

Since the time the USA and their allics dealt their first blows, major
importance has been attributed to the USA military optical-electronic
reconnaissance satellites, KN-71, and radio-location reconnaissance
satellites, Lacrosse.

The KN-11 (H=300+1000 km; T = 97,5 min) satellitcs perform
survey or detailed optical-elecironic reconnaissance. Survey optical-
electronic reconnaissance is accomplished within a band of 1250+2500 km
with resolution of a couple of meters, and detailed optical-electronic
reconnaissance is accomplished for some specific regions sized 2,8x2,8 km
at nadir and 8,2x23,3 km along the band’s edges with resolution of up to 15
em. This type of satellites provides digital images of the arca both within
the visible and the infrared range, the latter being successfully used to
monitor various objects at night. The obtained images are then transmitted

on-line from the on-board equipment via retransiating satellites to ground-
based centers where they are processed.
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The Lacrosse (H = 660+700 km; T = 98 min) satellite performs
radio-location reconnaissance using an on-board RLS with synthesized
aperture, providing to monitor various objects at night or in cloudy weather
with great resolution (8,63 m), comparable to the resclution of the optical-
clectronic equipment. With viewing band width of 1000 km, the range
width is 20-40 km. Using this satellite makes it possible to identify under
various conditions armoured lanks or cars, artillery weapons, parked
airplanes, anti-aircraft rocket complexes, and camouflaged, but radio-
location-contrast targets, inclusive of targets located under camouflage
networks. The obtained images are transmitted nearly on-line via a TDRS
retranslating satellite toc a ground-based centre to identify the targets for
the USA airplanes, the Tomahawk and Cruise flying rockets.

Alongside with optical-electronic and radio-location reconnaissance,
the USA are using on a wide scale satellites intended for radio-technical and
radio reconnaissance, designed under the Magnum, Orion, Ferret-D,
Trumpet, and Vortex programs. They are flying along various earth orbits,
inclusive of geostationary ones, and account for about 80% of the USA
reconnaissance satellites. During the war conflict, these satellites, in
complex with receiving stations, retranslatin g satellites, and data processing
centers, revealed the changes occurring in operative-tactical circumstances
with periodicity of 1-2 hours. Based on data supplied by them, the use of
various destruction weapons or radio-electronic jamming instrumentation
for varicus-purpose objects was scheduled.

The radio-location stations of the Iraqi anti-aircraft defence werc
controlled by the allies using the Trumper satellites, flying along highly-
elliptic orbits at heights of 500~3900 km, and the Ferrer-D satellites flying
In pairs along circular orbits (H=700+800 km). The enlisted advantages
mean that in clondy or smoky conditions, or some other camonflaging of the
targets, the coalition’s aviation used controlled aviation ammunitions,
whose correction was supplied by the Navstar GPS. The major user of this
controlled armament during the Iragi military operations was the B-24 Spirit
strategic bomber. It delivers successfully 16 pieces of IDAM cassette 907-
kg planning avicbombs (versions GBU-29 and GBU-30) with inertial
control system and GPS correction. These bombs were also delivered by the
B-52N bombers. The target-hitting precision was of the order of 10-15 m.

A similar system complex featuring the same precision was
accomplished by the USA deck fighters F/A-18C Hornet, using
experimental specimen of the controlled aviation bomb cassettes A GM-154.
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‘The global Navstar GPS provided for flight control of the sea-based
Tomahawk flying rockets and the Cruise rockets delivered by the B-52N
strategic bombers, whereas the deviation from the scheduled targets lied

.also within the range of 10-15 m.

It should be noted that the targeting systems of the strategic
bombers B-1B and B-52N are supplied with built-in (GPS-receivers, which
makes it possible to deliver effectively 227-kg or 454-kg frec-falling bombs
onto area targets.

The strategic-, operative- and tactic-level control of the USA forces
and missiles during the Iraqi operation was provided for by communication
satellites. The various users obtain data from the DSCS system, from
retranslating satellites with various destination and functional relations with
other satellite systems, as well as from the Skynet (Great Britain) and UFQ
(USA) satellites.

The optic-electronic reconnaissance sateilitcs, obtaining images from
the visible and the infrared spectrum, have monitored targets with plausible
physical characteristics, which were further scheduled to be hit by rocket or
aviation equipment.

Using the USA early-warning system satellites, DSP, data about
the start of the Iraqi Scud operative-tactical rockets was collected providing
for their destroyal by the Patriot anti-aircraft rocket complex.

The changing atmoespheric conditions forced into using a
substantial number of meteorological satellites during the operation. They
(military earth satellites Block-SD2 of the DMSP system, meteorological
satellites “NOAA™ (Fig.4) and Meteosat) provided data about the status
and change of synoptic circumstances in the region of military activities

with periodicity of 1 hour, Judging the data about cloud cover
provided by the Block-5D2 satellites, it was decided which satellites fit best
for optical-electronic reconnaissance (military or eivil).

Summarizing the foregoing, it could be concluded:

1. Space systems and reconnaissance, navigation, communication,
and meteorclogical provisien instrumentation are ecssential to providing
information superiorily in modern military conflicts.

2. The Navstar GPS ensures great accuracy of navigation, carrier
and destroying instrumentation’s launch, if the latter are provided with
adequate receiving-indicating equipment.

The system’s operation for the needs of aviation and flying rockets does not
depend on meteorological conditions, daytime, relief characteristics, or
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flight height. It should be noted down, however, that during the last
war in Iraq, certain cascs of GPS signals’ disturbance and subsiantial
deviations of the controlled objects were observed, which calls for design of
supplementing protection.

3. The armies of the countries, which do not have their own space
systems or instrumentation and do not use these to provide for war
activities, are lagging dramatically behind and have no chances with
possible military conflicts.

4. The analysis of the space instrumentation used by the NATO and
USA troops during the wars in the Persian Gulf, the Republic of
Yugoslavia, and Afghanistan evidence of a persisting tendency for
introduction of space reconnaissance, intercommunication, navigation and
rescue instrumentation to provide for the troops’ military actions, reaching
as far as the technical level. It reveals the potentials of using strategic
reconnaissance instramentation at the tactical level in the conditions of local
conflicts, which complies with the requirements for provision of the national
security of each individual country.
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AEPOKOCMHYECKHU TEXHOJIOI'YHN BLB BOHMHATA B HUPAK
Pesrone

{lemvp leyos

B cratusara ce pasmiexma npunomenuero Ha AEPOKOCMUIECKUTC
TCXHOJIOTHA BbB BOHHara B Mpak. [lokasanm ca koHKpeTHuTe cpenctBa,
xouto CAIl u xoamuuvara usnonspar B obmacTia Ha KOMYHUKAIMATA,
HaBUTalluATa W YIPABNCHHETO HA OPLIKUATA M XOPATa HpPH BOAEHCTO Ha
BOCHHUTC [eWcTBMA. Hampasenm ca wszBoaym 2a  mee HO-ILUPOKOTO
TIPUIIOXKCHHC Ha aCPOKOCMUYECKUTE TCXHONOTHN B ChBPEMEHIINTE BOWHU U
34 TAXHOTO BIMAHUE BLDXY €(BEKTHBHOCTTA LIPH B3CMAHETO HA BOCIIHHTC
peurenus,
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30 YEARS BULGARIJAN EQUIPMENT IN SPACE

Tania Ivanova, Svetlana Sapunova, Ivan Dandolov

Space Research Institute - Bulgarian Academy of Sciences

Abstract
The first Bulgarian space device for ionosphere plasma parameter measurement was launched
onboard the satellite Intercosmos-8 on December 1, 1972. Launching successfully its own scientific
equipment in outer space Bulgaria became 18" "space country” on the list af the United Nations.
Celebrating the 30™ anniversary of this historical year, Bulgarion enginecrs can report large activity
and achievements basically in the fields of Space Physics, Remote Sensing and Space Technology.

The history of Bulgariun developments of space scientific equipment dates since 1969 when a
Group of Space Physics at Bulgarian Academy of Sciences was established. Tt continued successfully
after this group grew into the Central Laboratory for Space Research in 1975 and the Space Research
Institute in 1987, Bulgarian researchers participated successfully in the "Intercosmos” Program,
developing equipment and carrying out experiments onboard the satellites "Intercosmos — 8, 12, 14,
19" and the geophysical rockets "Vertical - 3, 4, 6, 7, 10", The scientific programs and equipment for
the flight of the first (1979) and the second (1988) Bulgarian cosmonauts were entirvely designed by
Bulgarian scientists. Two satellites were launched in 1981 with Bulgarian scientific equipment for
lonosphere-magnetosphere measurements and remote sensing of the Earth. Bulgarian scientists also
participated successfully in international programs such as VENUS-HALLEY (1985}, PHOBOS
(1988), AKTIVEN (1989), APEX (1990) and INTEBALL (1995-96). Special attention is paid to the
recent gchievements of Bulgarian scientists in the field of Space Biology and Medicine onboard the
MIR Orbital Station and the new International Space Station,

1. Introduction

Bulgarian participation in space research began at the time when the first
satellitc of the Earth was launched. By the end of 1957 Bulgarian Astronautical
Society was established. Under an agreement of 1967, eminent scientists from
Eastern Europe, Cuba and Mongolia signed a complex program for international
collaboration in space research and peaceful use of outer space, known as the
“Intercosmos” Program. According t¢ this program the countries could take part in
space research in their favorite ficld of study with their own scicntific
mstrumentation using {ree-of-charge the Russian spacccraft (satellites, rockets, etc.)
and launching facilities. The main scientific trends within the “Intercosmos” Program
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are in the ficlds of Space Physics, Space Meteorology, Space Communications,
Space Biclogy and Medicine and Remote Sensing of the Earth. Some Bulgarian
scientists headed by acad. L. Krustanov and acad. K. Serafimov took part in the
establishment of the “Intercosmos” Program and the organization of Bulgarian space
activity in it - the National Committec for Space Research was founded in 1963, The
Group of Space Physies (GSP) at Bulgarian Academy of Seiences Presidium was
created in 1969 with the first scientific team dealing entirely with space research and
technology development [1].

2. First Steps and the First Bul garian Cosmonaut in the 70s

Buigarian space cra started with ionosphere studies in the field of Space
Physics. The ionosphere is an atmosphere layer of great importance for the near
space because even life on the Barth depends on it. The Earth gets from the Sun the
main energy resources necessary to support life. But together with its life-giving
energy the Sun emits the life-threatening X-rays, ultraviolet and corpuscular rays.
Therefore, one of the problems of great scientific importance is to study how the Sun
influences climate, harvest, man and the environment i.e. to determine the concrete
forms of the solar-terrestrial connections and interactions.

The first Bulgarian space probe device, named P-1, was launched
onboard the satellite “Intercosmos-8” on December 1, 1972. It was designed to
carry out direct measurements of space plasma parameters in the satellite’s
proximity. A cylindrical Langmuir probe (for measurement of elcctron plasma
parameters such as electron density and temperature distribution) and a spherical ion
trap (for measurement of ion plasma parameters ~ ion concentration, temperatures,
mass composition and cnergy distribution) was mounted on long rods projecting out
of the protective satellitc cover. The hardware was developed by a team of young
engineers (S. Chapkunov - at the head, T. Ivanova and M, Petrunova), and
technicians (G. Karamishev and S. Lesseva), using mostly Bulgarian electronic
components and materials. The equipment was of enough high quality and passed
successfully all accepting tests (vibration, impact, temperature and electromagnetic
tests, etc.) required for the equipment to be allowed onboard. After an extremely
exiting night start, filled with cmotions for Bulgarian scientists who had developed
the hardware, the “Intcrcosmos-8” satellite was launched successfully into orbit.
Sending in space its own scientific equipment Bulgaria ranked 18" on the list of
the "space countries", according to a convention adopted by the United Nations in
1968.

Along with the equipment, our hopes for successfil entering of Bulgaria in
the space era which involves the brightest prospects of mankind for an all-round
development of our civilization flied off in space, 100. In the past 30 years these
hopes were justified and Bulgarian scientists took active part in many interesting’
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projects in almost all ficlds of space research. A second scientific line, “Remote
Sensing of the Earth”, was created in the GSP in 1974, directed by acad. D. Mishev
(21

The Central Laboratory for Space Rescarch (CLSR), based on the GSP, was
cstablished in 1975. Bulgarian scientists gained significant cxperience through their
investigations in the field of Space Physics and their successful participation in the
“Intercosmos” Program. A number of other Bulgarian instruments for dirvect
ionosphere measurements were developed. The P-2 and P-3 instruments were
launched onboard the satellites "Intercosmos-12, 14" and other modifications of this
equipment — onboard the heavy geophysical rockets "Vertical-3, 4, 6, 7, 10*. In 1978,
along with the P-4 multipurpose probe instruments, the electrophotometer EMO-1
for investigation of the natural optical emissions flied onboard the Automated
Universal Orbital Station (AUOS) “Ionozond-Intercosmos-19”. AUOS is a heavy
spacecraft using solar (not only chemical) batteries. Scientists from some other
casiern countries participated in all these starts with their own instruments and the
equipment complex was larger and more informative - valuable information was
obtained about wide plasma spectrum and optical processes.

In the years that followed, an ever-growing number of Bulgarian scientists
and institutes joined in the arrangement and implementation of space experiments.
The scientific program and preparation for the flight of the first Bulgarian
cosmonaut Georgi Ivanov were the most important and exciting event in our space
activity to the cnd of the 70", Bulgaria became the 6 country in the world with its
own cosmonaut. The start ook place on April 10, 1979 onboard the spacecraft
"Soyuz-33" with the participation of the Russian cosmonaut Nikolay
Rukavishnikov. The flight was exceptionally complicated and dramatic - the
spacecraft couldn't dock with the SOLYUT-6 Space Station due to breakdown in the
main engine. Even the return of the cosmonauts to Earth was under question!

The crew showed cxceptional heroism, self-control and strength and they
proved experimentally, for the first time, that a spacecraft of the "Soyuz” type could
come safcly back to Earth using a ballistic orbit. This inspired confidence in the
success of the future space flights. And the best proof was the recent flight of two
"spacc" tourists - Dennis Tito and Mark Shuttleworth on board of a spacecraft of the
same kind. The equipment developed by Bulgarian scicntists for this flight (“Spectar-
157, “Duga”, “Sredets”, “Vital”) was used by the next crews but Bulgaria had all the
rights over the scientific results.

3. Apogee of Bulgarian Space Activity and the Second Cosmonaut in

the 80s

One of the most significant Bulgarian scientific achicvements in the field of
space research was the "Bulgaria-1300" Program carried out in 1981, in honor of the
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1300™ anniversary of the foundation of Bul garian State. Two satcllites were launched
for studying the icnosphere-magnetosphere interaction and for remote investigation
of the Earth. The first satellite “Intercosmos-Bulgaria-1300” (IC-B-1300) was
entirely cquipped with Bulgarian scientific instrumentation for rescarch in the field
of Space Physics. This satellite was launched into orbit at a height of 900 km. The
program also included Remote Sensing of the Earth by Bulgarian scientific
instrumcentation installed in the second satellite *'Meteor-Priroda” flying along a
tower orbit (600 km). Both scientific complcxes had remarkably long life - more than
3 years of perfect work in space.

Bulgarian scientists devcloped and produced a lot of instruments functioning
onboard the "IC-B-1300" such as instruments for measurement of energetic electron
and proton flows, the quasi-constant electric field and the low-{requency
electromagnetic field, the concentration and drift of plasma ton components, the ion
and clectron concentration and temperature, the quasi-constant magnetic field, and
the flows of energetic ions. The data oblained was proccssed, analyzed and used by
both Bulgarian and forcign specialists. The results concerned the structure and
dynamics of the ionosphere-magnetosphere plasma parameters and their interaction
with some ground-based phenomena - earthquakes, volcanocs, ete.

Using data from all the "Intercosmos" satcllites, the global ionosphere-
magnetosphere connections and interactions werc explored. The mechanisms
determining the concentration and temperature distribution and heterogeneity in the
ionosphere and thermosphere were studied,

After the "Bulgaria-1300" Program, Bulgarian scientists directed their efforts
to investigation of other plancts of the Sotar System. In 1984-86, Bulgarian scientists
together with Russia and France developed a multi-channel system that worked
successfully onboard the VEGA Space Station and studied the glow of the Haliey
comet tail under the VENUS-HALLEY Project. _

The video-spectrometric and navigation complex PHREGAT was developed
with the leading participation of Bulgarian scientists and mounted onboard the
PHOBOS-1, 2 Space Stations in 1988. Unique pictures of the MARS planet and its
sateilite: PHOBOS were obtained and after processing they werc placed at the
disposal of other scientists in the world working in the planetary rescarch arca.

In 1987, the CLRS became Space Research Institute (SRI). The accumulated
experience and scientific knowledge helped Bulgarian scientists to develop the new
scientific ""Shipka" Program for the flight of the second Bulgarian cosmonaut
Alexander Alexandrov. He was launched on board of "Soyuz-TM5" in 1988 in a
crew with the experienced Russian cosmonauts Anatoly Solovyov and Victor
Savinih. For this historical flight a wide scientific program and corresponding
cquipment complex for research in the field of space physics, remote sensing, space
biology and medicine, space materials and microgravity technology was developed.
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Dozens of scientific institutions in BAS and out of it with SRI as a leading institute
were involved in this project. Fiftecn research devices and complexcs, that continued
working onboard the MIR Orbital Station (OS) long after Bulgarian flight
("LIULIN” and “SPECTAR-256"), werc developed and 49 scientific cxperiments
were conducted. Detailed cxtensive research directed to study of fundamental
problems of the Space and its influence on man were carried out and extremely
interesting new data and results were obtained. The main Buigarian equipment
developed on the “Shipka” Program ard its objective is shown on Table 1.

Table 1. The main Bulgarian scientific equipment developed [or the flight of the second
Bulgarian cosmonaut Alexander Alexandrov on the "Shipka" Program in 1988

Equipment Objective

“ROJEN” An astronomical complex for identifying of objects in the celestial
spherc.

"PARALAX- | An image amplifier for recording of pictures of the polar aval small-scale

ZAGORKA” | suucture,

“TERMA” A pulse photometer for investigations of the natural optical emissions in
the Earth atmosphere.

“SPECTAR- A multi-channel spectrometric system for siudy of the speetral reflecting

2567 characteristics of various natural anthropogenic formations on the Earth
surface.

“ZORA» A computer system for acquisition and storage of information obtained
during complex psycho-physiological study of man in long-lasting
manned space flighis,

“PLEVEN-87" | A computer system for psycho-physiological monitoring of the
cosmonauis status.

"SAN-3” A portable magnetic recorder for 12-hour non-stop record of
physiological signals (electro-cardiogram and electro-cncephalogram).

“LIULIN" Space dosimetric complex equipment for investigations of the radiation
environment,

“DOZA-B” An autonomous kit containing integral detectors for evaluation of the
distribution of radiation doses.

Another scientific line - "Space Biology and Medicine”, developed in the framework
of the “Shipka” Program, establishing itself as a priority direction in Bulgarian space
research. Many scientific teams and institutions were involved there and the work
along this linc became a tradition. They were invited to participate in rccent
international projects in this field of Life Sciences.
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For cxample, very important experiments such as; “Statokinetika” -
to study the dynamics of changes arising in the systems for movement
control during the critical period of adaptation, “Potential” - to study the
state of the muscular fibers driving membranes and “Labirint” - to clear up
the phenomena of rise, progress and prophylaxis of the so-called “space
disease” in order to raise the operator's working capacity, were carried out
using the "ZORA" cquipment. The methods used and scientific results
obtained were so good that Germany ordered a iater "ZORA" modification,
called Neurolab-B, used widely onboard the MIR OS in the 90s.

The dynamics of high-cnergy fluxes and space radiation doses in
Larth radiation belts depcading on the Solar and magnetic activity level
were investigated in the period 1988-1994 using the "LYULIN" dosimeter —
radiometer. The data provides to investigate the inner magnetosphere
variations. The variations of the Galactic Cosmic Ray fluxcs and doses were
investigated as well. Long-term global investigations of the MIR OS
radiation environment in quiet and solar proton cvent conditions were used
for building up a new experimental model. The model provides to evaluate
the risk of cosmic ray exposure in long-term manned space missions and
was used for prediction of the expected doses and fluxes on the International
Space Station (ISS).

4. Recent Achievements in the 90s of the 20™ Century

The main space activity on research projects was centralized at
Bulgarian Academy of Sciences - SRI and the Solar-Terrestrial Influences
Laboratory (STIL), detached from the SRI in 1990. Afler closing the
“Intercosmos” Program in 1991, the major part of the international scientitic
activity was organized bascd on bilateral collaboralion with external
financial support. Accounting for the interdisciplinary nature of space
research and its significance for the national priorities in the field of
ccology, agriculture, communication and national security, the
Interinstitutional Committec on Space Issues at the Council of Ministers of
Bulgaria was established and a National Space Program was elaborated.

The big international space projects with the participation of
Bulgarian scientists in the fields of Space Biology and Medicine (SVET
Space Greenhouse and Neurolab-B) for MIR OS and Space Physics
(“Interball” Project) were successfully carried out till 2000 and they
completed with unique results.

The first SVET Space Greenhouse (SG) is an automated system
for precise measurement and control of the environmental parameters for
higher plant growth under microgravity. Plants could be a major link of the
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future Biological Life Support Systems (BLSS), providing the crew with
food and oxygen during long-term manned space missions. SVET SG was
developed and produced in the SRI (patent is issued), and the development
was funded in whole by Bulgarian Government [31.

The SVET SG was launched onboard the Crystal module on a
Bulgarian-Russian project and docked to the MIR OS on June 10, 1990. A
series of total 680 days of successful plant space cxperiments was conducted
in the SVET SG facility under different scientific programs {“Intercosmos”
and MIR-NASA) during the period 1990-2000 [4]. A few months before
MIR OS plunged into the Pacific (March 23, 2001}, 4 species of different
Iettuce crops were grown in the SVET SG and tasted for the first time by the
last, 28" crew.

Unique and very important results in the field of Fundamental
Gravitational Biology were obtained during the plant flight experiments in
the SVET SG. It was proven that the lack of gravity is not an cbstacle for
normal plant development in space. Reiteration of the full life cycle of plant
growth was achieved (second generation wheat sceds were produscd}. 1t
became clear that plants could be successfully used in the future BLSS §5].

Another recent project developed by a SRI engineering team in the
field of Space Medicine is the Neurolab-B system for monitoring the
astronaut  psycho-physiological status. Neurolah-B  was successfully
launched from the Baikonur Space Center onboard the “Spectur” module to
the MIR OS on April 22, 1996 and was immediately operational. Neurolab-
B was developed in cooperation with the German Space Agency and the
Russian Space Agency.

The Neurolab-B complex was adapted to work in hospitals and
clinics on Earth. A small-sized multi-channel Holter system was designed
for recording some physiological parameters: electro-cardiogram, breathing,
blood pressure, temperature ete. The system has been successfully tested in
English clinics.

Buigarian scientists have been participating successfully in the
“Interball” International Space Program, in the field of solar-terrestrial
physics. The program was aimed at direct study of the plasma processes in
the Earth magnetosphere, The "Interball” Project includes two main
satellites launched in orbit in 1995 and 1996, accordingly, cach one
having a sub-satellitc. The first of them is the Magnetosphere Probe
launched at a very high orbit, 200 thousands of kilometers in apogee, which
was used to study the interaction between the magnetosphere and the solar
wind. The second satellite, the so-called Auroral Probe, was launched at the

20



height of 20 thousands of kilometers above the polar arcas and used to study
the polar caps and polar ionosphere.

Bulgarjan scientists from STIL and SRI developed seven scientific
nstruments such as AMEI-2 - an ion mass and energy analyzer, IMAP-3 - a
magnetic field meter, UVSIPS - a ultra-viclet scanning spectrometer and
KEM-3 - an eleetric field meter for supporting a serics of space
experiments. Both satellites (ransmitted unique data for the measured
parameters ull the end of 2000 and this data is at present processed and
analyzed by scientists from over 20 countries participating in the project.

As an active participant in the “Interball” project Bulgaria was a host
of the International Scientific Symposium, held through COSPAR in
February 2002 to mark the 20" anniversary of the project. 120 scientists
from all over the world took part in it to discuss on the experimental results.

5. Future prospects for the 21 century

Bulgarian engineers are developing a new gencration of equipment
for scientific experiments and investigations onboard the ISS during the
next 10-15 years of the 21™ century. A new Concept for the SVET Space
Greenhouse, based on Bulgarian experience and “know-how”, is developed
in the SRL Using the physiological parameter mecasurement data the
controller evaluates the plant status and performs adaptive environmental
control — “stress-free” plant growth and optimal cxperimental results under
the condition of microgravity [6].

Modifications of the LYULIN device on the “Shipka" Program,
developed in the STIL, will be launched on board the ISS for assessment of
crew radiation risks [7]. Lyulin-5 is an active dosimetric telescope designed
for measurement of the in-depth distribution of space radiation doses in a
human platform on the Russian Segment of the ISS (a part of the
international project MATROSHKA-R). Another Bulgarian instrument —
the Radiation Risks Radiometer - Dosimeter (R3D) will measure the solar
radiation and cosmic ionizing radiation in the BEXPOSE facility (ESA
project) that will be attached to the cxternal platform of the ISS.

Nowadays, Bulgarian scientists, whose achievements are well known
and acknowledged, arec welcome partners for different international projects.
In addition to the development of equipment for bio-medical rescarch
onboard the ISS, Bulgarian scicntists take part in the space programs
relating to other priority scientific directions — Space Physics, Remote
Sensing of the Earth, and Space Material Science. The recent SRI activity is
mainly in the European level projects, like IMAGE 2000, OSNET, COST-
Action 283, including FP5 participation and FP6 proposals. The scientific
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research results are published in monographs and hundreds of papers in
scientific journals in Bulgaria and abroad.
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Fig.1 Fig.2.
Fig. 1 A team of the Space Physics Group — BAS, which has designed the first Bulgarian
probe space unit, P-1, with its Head, Dipl. Eng. Stefan Chapkunov (above, in the middle)
and his associates Tanya Ivanova (below), Mariya Petrunova {above, on the left), and
Georgi Karamishev. Upon its launch on-board the “Intercosmac-8” satellite on December
1, 1972, Bulgaria became the 18" space country on the UN’s ranking list.

Fig.2. The “Intercosmos-Bulgaria-1300” satellite launched in 1981 on the occasion of the
1300" anniversary of the foundation of the Bulgarian State was furnished entirely with
Bulgarian research equipment intended for studies in the field of space physics. Jointly with

22



the Russian coordinator, G.L..Gdalevich, from SRI-AS USSR, the icading researchers of the
probe units, P6-1L and P7-7L, Katya Georgicva, Tanya Ivanova, and Svetlana Sapunova
(from left to tight) from the CLSR-BAS arc shown.

30 FOAUHU BBJTAPCKA AITAPATYPA B KOCMOCA
Tans Heanosa, Csemnana Canynosa, Hean Handonos

Pesiome

[Iopust Guarapexy kocmuyeckn npufop 3a uamMepsae Ha flapameTprTe
Ha Houochepuara mnasMa Oenie M3CTPEIan Ha Bopaa Ha cnbryuke “HHTepKocMoc-
8" Ha 1 mexemspu 1972 r. Wscrpensaiixu YCIeuHe ¢BoA cofCTBeHa HayyHa
aliapatypa B KOCMMYECKOTO HpOCTpanctBo bwnrapus craua 18-ta  “rocmudecka
uvpxapa” B panr-nucrata Ha OO Yecrpafixw 30-Ta roaMMEHHA OF TA3M
HCTODHYECKA JiaTa ObATapCKMTE HHXEHEDH OTYMTAT PA3HOCTPAHNA NEHHOCT M
NOCTXCHHA, OCHOBHO B 00)1ac1Ta Ha KOCMHYecKaTa (U3UKa, AUCTAHIUOHHUTE
M3CNCABAHMSA 1 KOCMHYECKHTE TEXHOIOIHH.

Vcropnsra mna  GbavapekuTe paspaBoTKM HA  KOCMHSCCKA Hayyma
anaparypa narupa or 1969 r., xorare 6Cule OCHOBAaHE T'pyna uo dusuxa na
Kocmoca kem BAH. T Ipogsioke ycuemwso cief karo Tasu Tpyiia HpepacHa B
Henrpaniia naGopaTophs 33 KOCMMUYECKH M3CJIeBATIHS upes 1975 r. u & MuctuTyT
3a KOCMWIeCcky u3Cliefiranua npe3 1987 r. bearapckute U3cneosaTeNH yHacTsaxa
yenenmio B mporpamara “Mutepxocmoc”, paspaGorsaliku  anaparypa w
OCHLIICCTBABAWKY EKCTICPHMCHTH Ha 0O0pHa Na CIIHTHHIUTE “Uurepxocmoc-8,
12,14, 19" w ua rcodusnynure pakern “Bepruxan-3,4,6,7,10".  Hayunata
lipoTpaMa ¥ anapatypata 3a uonera ua nnpsua (1979 1) u propus (1988 r.)
OBArapckn KOCMOHABT 0fXa HILMIO paspabotenn or Genrapcku yuenn. [sa
CUBTHHXAa ¢ OBIlapcka Haydia auaparypa 3a Honocdepuu-Marunrocheprn
MIMCPBAHHsA ¥ JIUCTANIMOHHN H3CHcHBaHMs Ha JeMata OfXa H3ICTpENANM [Ipes
1981 r. BeirapckiTe y4CHM yHacTBaxa YCUEIUHO U B MEXJTYHAPOAHE [IPOIpaMu
kato BEHEPA-XAJIEH (1985 r.), ®OBOC (1988 r.), AKTUBEH (1989 r.),
AHEKC (1990 r.) 1 MFHTEPBOJI {1995-96 r.). CreUHanto BHUMAHHE ¢ oBbpHATO
Ha HOCNICAHMTC TOCTHKEHHUS HA Obnrapckute yueHHM B oONACTTA KOCMHUYECKaTa
Suonorns u meuimEa 11a Gopaa Ha OC MUP u nosara MKC.
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Abstract

When we investigate the different structures in accretion flows, we reveal the
relation between the generation of a certain type of instability and the arising of a structure
Jormation mechanism, when all required conditions are available. Herve, we shall consider

the effect of svme instabilities and the formations generated by them.
Magnetohydrodynamical instabilities

a) Balbus-Hawley instability

There are places in hydrodynamical flows, where the velocity field
changes abraptly (the shock fronts). In these places, as a result of the
differential rotation of the parts of the flow with great differences in density
and velocity, conditions are generated for magnetic shear instability, which
is known as Balbus-Hawley instability. In the presence of a magnetic field,
destabilization effect of the differentially rotating flows is available, and this
instability is the mechanism generating flow turbulence [7].

b) Kelvin - Helmholtz instability

This instability acts on the boundary of two fluid flows, which in our
case could be the two parts of an accretion flow. If the boundary is weakly
perturbed, velocitics increase and at different densities, the following
instability condition is derived:

D oo, ((Vi -v, k) < (191 + 302)(;01 - Py )k, 8
where v, and v, are the velocities of two flows
and p, , p, are their densities.
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The relation between frequency @ and wave vector k, is given by
the dispersion relation {47:

2

The Kelvin - Helmholtz instability is generated when the expression
in the square brackets of the above relation is negative and there is a
difference in the two flows’ velocities. In the presence of this instability,
undulations are formed at the boundary; as a result of this, with further
progressing of this instability, vortices are formed.

Other instabilities

The gencration of structures in accretion discs is caused not only by
magnetohydrodynamical instability. In the fluid media of accretion discs,
conditions for other types of instabilities are observed,

a) Turing instability

In some systems, thc coupling between two transport processes
generates instability mechanism. Then the development of this instability is
determined by the difference of the diffusion coefficients along the different
directions of the transport acting there [1].

The diffusion coefficient participates in the reaction-diffusion
equation, which has the following standard form [2]:

2 aa—sz(C)«kDVzC

where the first term in the right-hand side is reaction and the second
is diffusion. D is the diffusion coefficient {or matrix of the transport
coefficient), C - a concentration of matter.

The reaction-diffusion systems are a manifestation of spatial or
temporal patterns if they are far from thermo-dynamical equilibrium [2],
which is an important condition for dissipative structures’ formation [8]. An
key aspect of all application of the reaction-diffusion equation, such as
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partial differential equation, is this simple combination of reaction and
diffusion in the right-hand side of the equation.
Then, taking into account the condition for Turing instability, the
reaction-diffusion equation takes the form:
2 2
(3) a_czF(C)JrD 9C,p o€
o1 * ox® 7 ay?
This difference between the diffusion coefficients of the two
components is the necessary restriction for generation of Turing instability

[2].

This assertion can be derived by the following representations and
transformations.

The accretion disc is considered as a hydro-dynamical system and is
described by hydro-dynamical equations [3].

First, this is the continuity cquation, which expresses mass conservation:

@) %0 +V{o)=0

The conservation of momentum for each gas element is represented
by Euler equation:

(5) p% +ovVy=-VP+ F

where for both equations, the quantities ©0,v,P,F are respectively:
density, velocity, pressure and a certain force.

Let us present the motion equation for viscous fluid (Navier-Stokes
€q.) in cylindrical coordinates. Because averaging takes place along the z-
direction, we shall express all derivatives in the terms of the coordinates
(r,g):

oV c V v ? &
ﬂ.fﬁ.i.vr..d_v_’_"+_¢,.§£__¢_:-—ia_[. iF,."i
ot or  r dp r por p
6 .1 .
= ) V., 19%, L v, 29V, v,
o’ P ap: r or r? Ap rt
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Here v is kinematic viscosity, V, and V, are the two velocity

components.
The encrgy transfer equation can be represented as follows:

RS (A

1
where 5 ov? - the kinetic energy per unit volume,

QL€ - internal or thermal energy per unit volume.

The last term in the square brackets represents the so-called pressure
work.

On the right-hand side:

F,. - the radiative flux vector;

rad
— V.F,, - expresses the rate at which radiant energy is being tost by
emission, or increased by absorption.
In an accretion disc we consider the transport of "vortical" functicn
or vorticity, which may be denoted by W . This term is provided by vortical
equation [5]:

0 (24 v X
ot 0
which is obtained combining the rotation of the momentum equation

and the continuity equation. Thus, ¥ =V x¥% and eq. {10) yields:

oY sy | L
(u)[3;+vmvﬂp_f

We express this equation in cylindrical coordinates in terms of the
7, again;
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2

ow, . ow, oy, ¥,

1
+V, —L+—L - —=
a2 [ v -l
o g¥,& Y oV YY¥
13 [ =2+y Ly 2w 7w ]iz
ot or roodg r 0

Here, f expresses the transport mechanism of the vortex or this is
the diffusion from eq. (3) and in our consideration, S has the form: DV*¥,

Taking into account vortical equation (11) and expressions (12) and
(13), the rcaction-diffusion cquation (3) takes the form (8]

¥
(14) 5 ~=i{r,p)+ D VY,
{

d¥, 5
(15) 5 :g(r,(a)+D¢V ¥,

where i and g are the source functions, having the form: (¥.V)y

‘Thus we obtain two equations with different diffusion cocfficients,
expressed for both components,

The cvidence that, in accretion discs, the necessary restriction for the
ratio between D, and D, 1o be not equal to unit confirms the possibility for

generation of Turing instability in this reaction-diffusion system.

Since these instabilities are the expression of a spatial pattern for the
bifurcation area, as a result of them, some structures may be formed in the
disc, namely: vortical structures and the so-called Rossby solitons.

The theory of the Turing structures is just one of a variety of such
mechanisms of pattern structures formation; here, we showed that this
mechanism holds for the hydro-dynamical system of the accretion disk.

But what do actually the Rossby vortices represent and which other
instabilities give rise to them,

b} Rossby instability

In studying a non-magnetized Keplerian accretion disc, as a result of
non-axisymmetric perturbations, instability arises which generates Rossby
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vorlices in non-linear limit. The presence of such vortices might be crucial
for the hydro-dynamical transport of angular momentum in accretion discs
[6]. A wave of non-linear Rossby vortices carries the mass and cntropy
maximum inward, exciting further vortices, which {ransport the angular
momentum outward,

Here, we shall use again the cylindrical system of coordinate to
express the basic equations of a non-barotropic disc. We shall consider

h
surface density E(r)z sz,o(r,z) and vertically integrated pressurc
-k
h

P(r}= J dzp(r, z). The perturbed quantities of surface density, pressure and
-h
velocity are expressed as follows:

£=34+8&{r,¢.1)
(16) P=P+6P(r,p1)
T=v+ §v(r, gé,t)

I

Thus, wc obtain the equations for the perturbed disc;

2

+3Vi=0
D1
(17) 91:-ivﬁ-v¢
Dt b

L oot B
Dt| 3!

where D/Dr=0/dr+v.V and §S=P/2" is the entropy of the disc

matter. Here, the last eq. ( ) shows the isentropic behavior of the disc matter.
Since this instability is related to the entropy behaviour, ultimatcly,

the so-called key function SR(r):A(r)S%(r) is derived, which has a
maximum or minimum. Then, instability is possible only provided

2,
ln(AS/r] disappears at some 7.
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Here, in the way described above, we obtain again the vortical equation in
the form;

DY VEXVpP ‘ .
( J:—"—, where ¥, = £V xv is the vorticity.

i z
D 2 b
For a barotropic flow the right-hand side of the equation is zero and each
fluid element conserves its specific vorticity.
In the opposite case, the term VIXVP o VT XVS destroys this

censervation, providing the pressurc force to generate vortices in the flow.

Comments

Here we have not mentioned all types of instabilities, which act in
accretion flow in general. Our aim was to show their reference 10 structures
formation in accretion discs. This was proven by analytical computation,
based on the major accretion disc equations and the relevant instability
expressions,
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BJIMSAHHUETO HA ONIPEJEJIEH BHA HEYCTOMYUBOCTH [IPU
CTPYKTYPOOBPA3YBAHETO B AKPEIIMOHEH AHUCK

H.B. Andpeesa, JI.T. Dununoce, M. M. Humumposa
Huemumym 3a xocMusecky uscneapanust, GAH

Pesmome

Ot BaXHO 3HAYEHNME TIPY U3CIEABANETO Ha AKPELMOHHUTE TECUCHHS
€ OTKpHBAHCTO Ha Bpb3KaTa MEXY 10SBATA HA BWJ HEYCTOMUHBOCT U
BL3HHMKBAHETO HA MCXalM3BM 3a CTPYKTYpooDpasyBaHe, KaTO ¢4 HAJIHLE
BCHYKH MSHCKBAHU yCIOBHA 3a TO3M iporec. Ty Iue pasiviefame mposBaTa
CaMO Ha HAKOW BULOBE HCYCTOMYMBOCTH H 33pAXAAIMTC CE BCIISICTBUE HA
TAX GOPMHUPOBAHHS,
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ANALYSIS OF THE PRECISION OF GEORECTIFICATION
OF SATELLITE IMAGERY USING DISTRIBUTORY DATA
VS. GROUND-BASED GPS MEASUREMENTS

Nicola Georgiev, Svetlin Fotev, Avram Stovanov

Space Research Institute - Bulgarian Academy of Sciences

Abstract

The present work makes a comparative analysis of the precision of geometric
rectification (georectification) of satellite imagery using in parallel distributor data - coordinates
of the central and corngr pixels and high precision ground-based GPS measurements.

This work is further siep in the research of rectification problems that has been made
so far on satellite imagery by defining ground control points of (GCP) with GPS measurements
{2,347}

1. Introduction and purpose of the research

Satellite data occupy an important place in various spheres of theory, practice, and
military activities. The modern state of satellite imagery provides real possibility
for targe-scale mapping, upgrading of available maps, monitoring of the carth
cover and other practical and research objectives where it is necessary to
determine with high precision the mutual location among different discrete points
or contours in a given region  [1,2,3,4,5,6,7].

To accomplish thesc objectives it is necessary to perform coordinate rectification
of the images of the identificd ground control points (GCP} on satellite imagery
using GPS measurements. The distributor of the American-Israeli Group IAl/Core
of the “EROS” satellite shares the same opinion. At the conference organized by
the Ministry of Defense in October 2001, when discussing these issues he
confirmed that defining the coordinates of the GP using GPS measurements
Improves precision 3 to 4 times which in reality corresponds to the resolution of
the space imagery.

Various companies and corporations provide program support for solving this
problem. Ilere, it is of crucial importance to know the geometric characleristics of
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the diffcrent types of space imagery (scenes). Users have to bear in mind these
facts when choosing program packages for processing different types of scenes.
These issues arc addressed in greater detail in [2,5,6,7], and on the basis of the
performed rescarch and analysis the following conclusion has been reached: many
users know that the bigger part of the available program products for imagery
processing are not able to handle geometric configurations.

Most often the worked out and classificd satellite imagery is not a final product.
Raster aero and satellitc imagery must be combined with other information
sources, either spatial (topographic and soil maps, vegetation, roads, numeric
models of the relief and others) or non-spatial (temperature, moisture of air and
soil) information or database. In a number of applications, the numeric analysis of
satellite raster imagery is accomplished using supplementing information taken
from the vector data, on which GIS are based.

Acro and satellitc imagery play an important role in monitoring the changes of the
land cover as a result of human activities or biophysical processes. In this case,
the time analysis requires using imagerics received from differeni sources at
different periods of time.

From the above stated it can be concluded that a combination of different imagery
and maps from differcnt sources and periods of time requires precise geometric
rectification and this is a process that has to be performed prior to integrating data
for mutual processing.

The present work makes a comparative analysis of the precision of geometric
rectification (georectification) of satellite imagery using in parallel distributor
data - coordinates of the central and corner pixels and high precision ground-
based GPS measurements.

This work is further step in the research of rectification problems that has been
made so far on satcllite imagery by defining ground control points of (GCP) with
GPS measurements [2, 3, 4, 7].

2. Selection of analysis area and data

The area where the measurements were conducted lics in the north-east of
Plovdiv; it is presented on map list K-9-47-B (RAKOVSKI), scale 1:50 000, 3d
cdition, 1993, covering territory 20 x 20 xm. I was chosen because the satellite
picture was analyzed as a scenc from SPOT 2 with the following parameters
given by the distributor — SPOT-IMAGE, Toulouse, 22/03/1994. The GCP
coordinates were measured by a differential GPS, supplied by section “Laboratory
for Communication and Navigation Instrumentation”. The equipment precision,
using basic transmitter ad accumulation time of 10 min for cvery measurement is
{0.5£0.2) m. This precision was completely sulficient for our purposes having in
mind:
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* The resolution of scanner HVR 2 in the spectral channels — pixel 20 x 20 m
® The scale of the used map list — 1:50 000

3. Methodology
3.1. Coordinate rectification of satellite imagery using distributor

data

The georectification of the above-presented SPOT scene was made using the
program product ENVI, version 3.5, from October 2001. Three different
rectification methods: RST, Polynomial and Triangular were applied. The
standard parameters from the rectification of these peints are presented on Table
1. The comparison of the results from the three methods did not reveal any
deviation in the coordinates of the chosen control points (Fig. 1).

Table 1. Rectification of the analyzed scene by distributor data

M)?p M;p Image XImage Y|Predict X Prfif,th Er}r{or Er{;or RMS
#1 | 326984 | 4676608 | 1577.50 | 1502.50 | 1577.4466 |1501.8068| -0.0524 | -0.6931 0.6852
#2 | 306436 | 4712489 | 155.50 1.50 | 1555141 | 16828 | 0.0141 | 0.1828 0.1834
#3 | 364002 | 4698272 [3163.50| 1.50 |3163.5126| 1.6640 0.0126 | 0.1640 [0.1645
#4 | 289259 | 4654854 1.50 |3003.50| 1.5127 |(3003.6650| 0.0127 | 0.1650 |0.1655
#5 | 347727 | 4640642 |3010.00 | 3004.00 | 3010.0140 |3004.1814| 0.0140 0.1814 |0.1819

Fig 1. _Fragment from satellite irﬁagery after rectification usin three d

methods - RST, Polynomial and Triangular.
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3.2. Coordinate rectification of satellite imagery using ground-
based GPS measurcments
Having in mind the similar results obtained when applying cach of the geometric
correcuon methods, the polynomial method was selected for rectification. Five of
a total of ten measured GCPs were used (Fig. 2).

zg: 2. Sclectn of PS measured GP

On Table 2, the standard parameters from the rectification of the measured ground
control points are presented.

Table 2. Rectification on the analyzed scene based on GCPs from GPS
measurcment

MQP MY‘?‘p Fnage }J!mage YPredict X Pre,;,hc‘ Egzor E’;"" RMS
#1 1319550 | 4676716 | 1218.00| 1580.89 1217.0451[1580.7490| -0.9549 | -0.1410 | 0.9652
#2 | 318651 | 4674863 | 1195.89] 1691 .56 1195.971911681.5721| 0.0819 | 0.0121 | 0.0828
#3 334736 | 4676472 |1955.75 1416.,50|1955.6258(1416.4817| -0.1242 | -0.0183 | 0.1255
#4 | 321852 | 4673171 |1370.25 1725.00(1370.6525|1725.0595| 0.4029 | 0.0595 | 0.4073

#3 [ 321287 | 4679324 |1269.57| 1434.57 |1270.1642(1434.6577( 0.5942 | C.0877 | 0.6007
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3.3. Results assessment
To control the obtained results, a digitalized map list with scale 1:50000 was used.
The digitalizing of the map list was done on scanner A4. Before mosaicing of the
four images, geometric correction of the knots of the coordinate met was
performed. This was dene to avoid paper deformations or deformations that might
appear during the scanning process.
The raster imagery of the digitalized map was mosaiced to the coordinates of the
measured GCPs in the geographic projection of the rectified satellite image.
* The coincidence of the GCPs of the two imageries was controlled. The
differcnce in the positions of the GCPs from the two imageries was less than 2
pixels,
* The coincidence of the selected triangulatory points from the map with the
respective satellite images was analyzed. The results are graphically presented
below.

3.3.1. Deviation of the GCP vs. their real coordinates on the
rectified satellite imagery by distributor data (geographical
projection: UTM, WGS-84, Zone 35, Pixel 10 m)

Table 3. GCP mcasurement and deviation from the teal situation following
rectification by distributor data.

GCP ['corpadexa | I'corpadexa |Tpemka s 1103.
HIMpHHA ABIKHHA ,m
The bridge after Shishmanci | 42.2229515N | 24.9975207E 90
Manolsko konare 42.2121323N | 24.9510037E 110
Trangular point «Bokludga» | 42.2495707N | 24.9559323E 120
Dink 42.3194826N | 24.7993665E 95
Skutare 42.1904148N | 24.8425216E 106
Rakovski 42.2990631N | 24.9735579E 105
Voevodino 42.2049088N | 24.8032604E 95
Trangular point «Domuztepe» | 42.2785440N | 24.8751930E 120
The bridge after Kalekovete | 42.2456617N | 24.8337894E 115
Kalekovetc (173.7/52r.) 42.2217887N | 24.8137240E 110
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ig. 3. Ground control points: Skutare village and Kalekovete village (level
173.7 1 2yrs.), accordingly. The circles identify the points with coordinates cqual
to the coordinates of the GCPs, The beginning of the coordinate system points to

the real location of these points on the imagery [ollowing rectification by
distributor data. '

3.3.2. The deviation of the GCP’s location defined using GPS vs. their
real location on the rectified satellite imagery is less than | pixel (Fig.
4, a, b, ¢, d). The imagery is in projection: UTM, WGS-84, Zone 35,
Pixel 10 m.

a) GCP “Pereseto”, 176.0 b} TT “Mczartepe”
West of Stryama Village North of Izgrev quarter

¥

¢) TT “Ploska Mogila” dA)TT 154.0
East of Gen. Nikolaevo Village East of Sadovo village
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Fig. 4. Rectification of satellite imagery by 5 GCP, GPS measurced on the ground.
The circle (0) marks the location of the selected triangulatory point on GPS
measurement and the triangle (A) marks the location of the triangulatory point on
the ground.

4. Conclusion

We would like to mention here that due the fact that satellite imagery with
resolution of 1 m (from the type “IKONOS”, “EROS - A and B” “Quick Bird”)
was not available, we were forced to experiment with scene from SPOT -2,
In spite of this the results of the GPS measured GCPs feature 4 times higher
precision compared with the results submitted by the distributor.

Apart from these requirements, in our opinion, it is necessary to take
into consideration the following:
® The changes in the scale coefficient and the relief in the various directions of
the scene when rectifying the imagery;
* Using the earth (referent) cllipsoid as projection plane;
¢ The ellipsoid’s heights;
¢ Applying strict metheds for data processing and of result assessment.
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AHAJIN3 HA TOYHOCTTA HA TEOMETPHYHOTO
NPUBBP3BAHE HA KOCMUUYECKWUTE H30BPAKEHHAS IO
AAHHU OT IOCTABUUKA CITPSIMO GPS H3MEPBAHUS

Hukona Teopaues, Ceemnun Domes, Aepam Cmosancs
Hucmumym 3a Kocmuuecku Hzcnedsanus — bAH

Pesronte

CeralnnoTo ChCTOHIME HA KOCMHYCCKHTC usoOpaxcly JaBa peanHa
BBIMOMKHOCT 32 eApomaliabno kapTorpadupasc, obHOBIEHHUE HA ChILECTBYBANIH
KapTH, MOHHTODHHT HA 3CMHOTO HOKPHTHC H  JLDYTH [pakTHYECKH W
M3ICAC/IOBATCICKH 1IGMH, iIpH KOHTO ¢ HeoOXOUWMO Na Ce [OOCTUrAT BHCOKH
TOUHOCTH NpY OTIPE/IEAAHE B3AUMHOTO PA3TIONOKCHIE MCH/LY OTHENHE AHCKPETHH
TOYKH WK KOUTYPH B OUpeAieien peruok|1,2,3,4,5,6,7 1.

Henra wa unacrosmara pabora 6e¢ A4 CpaBHH TOYHOCTTA Hia
TCOMETPUYHOTO  IPUBBP3BAHE  (FeOPexTHOHUXAAATA) HA  CaTeNUTHUTE
H300paXEHHA C H3MON3BAHNTE, OT Si(HA CTpaHa Ha NaHHW OT JucT-pHlyicpa, a
OT Apyra, #a sucoxoTovsn GPS uamMepBanus sbpxy Tepera.

HesaBucumo oT TOBa, ue Osaxme IPHHYREHH eKCIIEPHMCHTHTE Ha
npopeliem ¢be cncnd or SPOT — 2, monyuenuTe pesynTaty, clich Karo ce
uspbpluuxa GPS usmepsanns na unenrubmppanure OT oT TepeHy, cac 3 -4
ULTH NO-TONEMH TOYHOCT, B CPAaBHEHME C IIPEHOCTABEHHTC DPE3YNTATH OT
NOCTABYHEKA.
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PHOTOELECTRIC CURRENT FROM THE SURFACE OF
THE “INTERKOSMOS BULGARIA 1300¢ SATELLITE
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Abstract

Buased on the information obiained from measurement of electron and ion density
onboard the satellite, cuses of evidently increasing electron density during the transition
from shadow to sunlight are observed. Compared 1o the almost identical electron und ion
density in the other parts of the satellites orbit this increase of electron current is
interpreted as a photo current.

1. Introduction

An investigation carried out during the first scientific rocket
experiments [1, 2] shows that the photoemission-generated photo current
amounts approximately to 10°-107 A/em?. Similar values are obtained from
theoretical calculations {3], producing an approximate photo current of
2,5.10” A/em? with surface potential near 0 V.

The study is based on the probe measurements made onboard the
“Interkosmos Bulgaria 1300 satellite.

2. Equipment description

This study is based on data for electron temperature and density from
the device P7, and ion density from the device P6, as well as the probe-
satellite potential difference measured by the device IESP. The valuc of the
probe-satellite potential difference is calculated based on data obtained from
the Langmuir probe {device P7) in the way described in [5].

Ion density is estimated based of the data from the three-clectrode
spherical fon trap (device P6), whose external grid is under “floating
potential”,
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One of the sensors of the device IESP that measured electrical field is used
as a base: the potential differcnce between the prebe and the satellite body is
measured continuously.

Below are shown the results from the measurements of a couple of
selected satellite orbits.

3. Measurement resulis:
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In Fig.1 are presented the resulis from the measurement of the fellowing
parameters along orbit No.583:

1- Ton density; 2-electron density; 3- potential difference between the probe
and the satellite body, calculated from the volt-ampere characteristics
(device P7); 4- potential difference between the probe and the satellite body,
measured dircctly {device IESP),

The dark line in the lower part of Fig.1 corresponds to “shadow” i.e.
the orbit is partially in shadow. The shapes of the two densities are identical
except for the points of transition from “sun” to “shadow” and vice versa.
This is true almost whenever the condition of electro neutrality of satellite-
surrounding plasma is fulfilled.
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Fig.2

In Fig.2 are shown the same parameters. The difference is that {(No.484} in
this case, the satellite is completely in the “sun”. It may be seen that, in this
case, the curves of both concentrations match. With transition f{rom
“shadow” to “‘sun” significant increase in electron density is observed.
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Fig.3

On Fig.3 1s sown case of transition of the satellite from dark to sun part
of the orbit No.231. It is visible that at a transition between two areas,
clectron density visible accrues in comparison with ion density, and in
the rest part of the orbit both densitics are with the same order,
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Fig.4

In Fig.4 are shown the same parameters for orbit No.386. In this case the
transition from “shadow” to “sun” results in a jump in electron density
compared to ion currents. The value of these parameters for (Fig.1 and
Fig.2) is about 0,5.10% cm ™ for both cases.
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Fig.5

In Fig.5 are shown the values of these parameters for orbit No.4021.
Electron and ion density have almost the same value independently

from the two transitions from shadow to sun and vice versa.

In contrast to the cases from Fig.3 and Fig.4, the curves indicating the

behavior of the potential difference between the satellite body and the

sensor, have value about §) volts.
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4. Conclusions
The analysis of the presented obscrvations shows that:

* It is observed increasing {with jump) of the electron density in
the order of 0,5.10° cm™ when the potential difference sensor-
body is positive through the satellite’s transition from dark to
sun along the orbit. This phenomenon is attributed to
photocurrent.

* The phenomenon “photocurrent is not cbserved when the
potential difference between the sensor and the body of the
satellite is negative.

¢ The equalization of the electron and ion density after the
“Jump” defined as a photocurrent is probably caused by the
next rise in ion density. As was explained above, the outer grid
of the three - electrode ion trap (device P8) is isolate from the
body and did not influence on the photoelectrons.
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POTOTOK OT IOBBPXHOCTTA HA CIbTHUK
“HHTEPKOCMOC BBJITAPUS — 13007

Cm. K. Hanwenos, H. I'. Banxos, B. 1" Mapkos
Pesrome

Ha $asata na mundopmanus or mameputeny ua CIICKTPONHAaTa ¥ Hoilna
KOHUCHTp2IHs, paboThy Ha Gop/la Ha CIfBTHHKA Ca YCTAHOBEHH Cllydyay Ha
BUIMMO NOBHLUIABAHE Ha CIICKTPOHNATA KOHIICHTPAUMs NP UPCXOAZ Ha
ofexTa 0T HEOCBCTENATA KhM OCBETCHA UACT Ha opburata. Ha dona na
HOYTH CHBHAJAINM CH HONHA W €ICKTPOHHA KOHIEHTPALd B OCTAHanaTa
HacT Ha II0COYSHUTC OPGHTH TOBa NOBHILIABRAKE Ha CICKTPOHHHI TOK ¢
UHTCPIIPCTUPANO KATO (HOTOTOK.
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Abstract

During the past 30 years, ion drift measurements were a very powerful way to
study the Earth’s ionosphere dynamics in the context of the Sun-Earth relation processes.
Here, we propose a combined use of Time-Of-Flight reflectron as a part of the modified lon
Drift Meter (1DM) sensor to obiain valuable mass-spectra and ram ion speed in parallel to
the IDM transverse ion drift velocity measurements. This in Jact could reduce the
measuring technique fo a single-sensor IDM/TOF mass-spectrometer.

INTRODUCTION

In situ ion drift measurements in the Earth’s ionosphere by means of
ion probes onboard the satellites, procecd under the basic assumption that
ion thermal speed is small enough in comparison to the satellite velocity,
which js almost well satisfied within the entire F-region. S.P. Korolev was
the first to proposc ion sensors as a part of the ballistic missile angular
orientation system in earlier 60°s [1|. This measuring technique appeared to
be sensitive to the ionospheric ion drift motion, which causes a spurious
outpul signal to the orientation system. Ton drift measurements were
proposed as an input current balance method of a double planar ion probe
mounted away from the satellitc velocity vector on the COSMOS-184
satellite {2]. An improved techniques by means of a Retarding Potential
Analyzer (RPA) and IDM for ram and transverse ion drift measurcments
was uscd on the Atmosphere Explorer C,D,E satellites [3]. It was shown by
the authors that ram drift component could be calculated after a fitting
procedure of the current-to-voltage curve from the RPA sensor if additional
mass-spectrometer information about the present ion specics is available.
Also, the current ratio offsct from the opposite coliector pairs of the IDM
sensor is proportional to the valuc of the transverse yaw (horizontal} and
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pitch {vertical) ion drift velocity components. Later, this method was
successfully used on the Dynamics Explorer-B, San Marco, DMSP,
ROCSAT etc. satellites. On the Intercosmos "Bulgaria-1300" (ICB-1300}
satellite IDM/RPA sensors for ion drift velocity measurements were
stmilarly used at heights of 800km to 1000km [4]. At these heights, the
[CB-1300 satellite passed almost bencath, through or higher than O'/H*
transition level. In result, the evaluation of the ram velocity from the RPA
current-lo-voltage curve becomes difficult in the presence of only two major
species (predominant O* ions at daylight and H'/He" ions at night) without
relevant mass-spectrometric data, For the same reason, the IDM oulput was
affected by the presence of light ions at around midnight local times [5].
During an active cxperiment mission on the Intercosmos 24-"ACTIVE"
satellite, a modified IDM sensor with five collector segments as RPA
{central collector) and IDM {two side collector pairs} for simultaneous
measurement of both components were used [6]. Fast wide dynamic rangc
measurements of ion drift by Digital lon Drift Meter (DIDM) on the
CHAMP satellite were made [7]. The DIDM censists of a pin hole camera
type of sensors with 21> view of input ion flow projection on position-
sensitive micro-channel plate (MCP) detector for determination of X/Y shift
of count rate maximum due to the presence of ionospheric ion drift
component. The sensitivity and accuracy of the method depend on the exact
determination of the main count rate maximum position observed on the 2D
camera view. At present, it is commonly accepted to use RPA for ram drift
component and the IDM for transverse velocity components because of their
high accuracy and sufficient sensitivity. One of the important uncertainties
of this measuring technique is addressed to the time/space discrepancy
between the time resolution of RPA and IDM, accordingly. Yaw and pitch
lon drift vclocities could be measured with relatively high temporal
resolution with IDM instrument limited only by the level of the input
current flow. Ram ion drift velocity could be calculated from RPA current-
to-voltage curves taken only a few times per second because of the
limitation of narrow bandwidth and accuracy at low input current levels
when high retarding voltage is applied. Here, we propose a combination of
an IDM sensor used on the 1C-24 satellite [6] with a TOF mass-reflectron as
a mass-spectra/ion drift sensor with relatively high time/space resolution for
both ram and transverse jon drift velocity components. The central collector
of the IDM (6] could be also used as a duct sensor for ion density
irregularities observation and in-flight calibration with the same time
resolution. The expected advantages of the proposed method could be
summarized as follows:
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® Fast mass-spectrometry of the ionospheric ions with high mass

resclution

¢ Direct estimation of ram ion drift velocity and sateliite skin
potential

* Fast ion drift measurement of both ram and transverse velocity
components

* High resolution measurements of ion density irregularities for
different ion species

TOF mass-reflectron is a well-known instrument for laboratory laser mass-
spectrometry applications with impulsive ion source. Its simple construction
and relatively good mass resolution make it quite convenient for satellite
application [8,9].

BASIC PRINCIPLES OF THE METHOD

In the Earth’s ionosphere, at the height above the bottom side F-
region, where ion-neutral collision frequency becomes small enough
compared 10 ion gyro frequency, ions and electrons drift together
perpendicularly to the cxternal electric ficld E and the Barth’s magnetic
field B with drift velocity: V=ExB/B?

Following {3], in a frame of reference moving with the satellite’s velocity
Vi, the main task to measure V4 could be divided in two stages, measuring
separately the perpendicular (Vyt) and ram (Vy |} compenents in respect to
Vsa. While the measuring technique of Vgtis fully described in [3], here we
will present a more detailed view on the proposed time-of-flight method of
ram ion drift V) measurements. If we assume satellite skin potential
Usa=0v, in a satellite frame of reference ionospheric ions have a ram kinetic
energy E=m;j(V + Vyq | Y%/2 wherc my; 18 the ion mass of the different ion
species. We assume ram drift velocity equal for different jon species which
means pure electrodynamics drift motion. Let us consider the main steps
from RPA toward TOF measurement of the Vy I. Fig.1{a) shows an example
of the expected current-to-voltage curve of a classic RPA sensor for
H*He",0" and NO" ions (other ion species are omitted for simplicity). The
C-V curve is an integral characteristic of the different ion encrgy
distribution functions in the satellite frame of reference. The positive ram
velocity Vg augments the energy of every ion species to the higher energies
and vice versa, the negative Vqj reduccs ion energy of every ion species in a
proportional to m; way. The satellite skin potential Uy, shifts the entire C-V
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curve in the energy frame of reference, not changing the relative distance
between mass peaks. The corresponding plasma parameters could be found
by means of the least square technique used to fit the C-V curve of RPA for
ion density N;, ion mass m;, ion temperature T;, ram ion drift V4| and
satellite potential U, An accurate solution of this task could be obtained
with the support of mass-spectrometer data for the density of the present ion
species [3]. On panel (b) of Fig.1, we show a sketch of ion energy
distribution functions already shown on panel (a) in corresponding gray
scale amplitudes against the relative thermal velocity distribution function
for each ion species around V; = (Vg + Vi |} under the assumption Ug, = Ov
(Y- axis on the right-hand side of the panel). At a given ion temperature T,
ion thermal velocity Vy, is larger for light ions, decreasing by a factor of
1/Alm; to the hi gher mass numbers, as illustrated on the right-hand side of the
panel for equal density H", He", O" and NO* ions. Obviously, in this casc
TOF mass separation could not be used when different ions cnter the sensor
with equal ram velocity V;. In the same format, panel (¢) of Fig.1 shows the
changes in velocity distribution for different ion species in case of negative
(Usa <Ov) satellite skin potential and an acceleration with short negative
impulse Uy is used. The relative energy shift of the peak in thermal velocity
_ distribution functions is proportional to the ion mass number as
V(2e(U+Ugq)/m;) where e-units charge. Ion speed decreases with ion mass
as 1!‘\/m-. for a given U=Ug+U,.. The TOF mass spectrum after impulse
acceleration is shown on the right-hand side of the panel for the expected
mass resolution limited by the thermal spread of the different ion species.
Better results could be obtained with higher negative amplitude of U, but
this will decrease significantly flight time for the ions at fixed distance. The
accurate estimation of the U, amplitude and optimal flight distance gives
provides an opportunity for mass separation with moderate mass resolution.
Mass resolution at low-mass numbers is very sensitive to the value of
accelerating potential U. At least two ion species presented in the mass-
spectrum should be available to calculate U and V;. The main problem is to
cvaluate the exact position of the mass peak for low fon mass numbers
because of the large thermal velocity spread occurring in this part of the
spectrum. The shape of the peaks depends on the flight time spread around
the central value t, which corresponds to the ion velocity thermal spread =
I,n number of observed mass peaks). Considerably better mass resolution
could be achieved by time and/or space focusing of the ions. As it was
mentioned above, we suggest linear TOF mass reflectron to be used as
mass-spectrometer section with relatively good mass-resolution for accurate
mass peak position observation. Fig. 1(d) represents the expected changes in
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mass resolution when the TOF mass-reflcctron is used for flight time
focusing of the different ions accelerated with the ne gative U, impulse at

(a)
(b)
(c)
o, . , ,
With acceleration potential  Uac
He+ After TOF Refiectron . J
% $
+ )
Flight _
tirne -

Fig.1
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the moment t,. The lcft-hand side Y-axis of the pancl shows the relative
flight time for different ions after t,. Mass peaks become narrow, because of
the used time compensation for different ions inside the reflectron flight
space (faster ions with cqual mass fly at longer distances than slower ones)
[8]. Ram ion drift V| shifts mass peaks toward shorter {V4)>0) or larger
(V4))<0} flight times. The changes in satellite skin potential (U, <0) affect
the relative distance between the peaks while added ion speed becomes
proporttional to \I(ze(Uac+Ugm)r’mj). To obtain V; and U, let us consider that
two 10n species are obscrved in the mass spectrum. If we assume L (o be the
ions flight distance we can write for the two observed ion specics:

(1) (LI)= Vi¥+2eU/my (L)%= Vi#+2eU/my

These equations (1} could be solved together for Vi=(VeurtVyq)) and
U=(Ueut Uy} With accurate attitude information for Vg, and amplitude of
U,. a correct valuc for V4| and Ug could be found. Moere than two
regisicred ion mass peaks will increase the accuracy of measurement. In
conclusion, il we neglect T; measurements, TOF reflectron mass-
spectrometry could bc an effective method for ram drift velocity
measurements.

INSTRUMENTATION

The space application of thc measuring techunique of TOF/IDM mass
reflectron proposed here could be achieved as flight instrument limited by
the following factors:

e Input ion flow N;. Vg, at ionospheric heights varics approximately
from 10%-10" (particles.s™" .cm®) for 10°-10% em™ of ambient ion
density. Input modulation of this flow reduces it from 10' to 10°
possible counts during mass spectrum registration. In addition, the
transparcacy of the whole system and the effectivencss of the MCP
registration could reduce this count rate by a factor of about 10-50.

e A maximum count rate for the MCP registration module of up to
10%counts/s becomes the absolute upper limit of about 5.10° counts
per mass-spectrum, if the mechanical and electrical parameters of
the TOF scction refer to a 50us maximum flight time. It Is more
realistic to assume 1-2.10°.

e The direct solar UV irradiance and the high-energy particles impact
causc background noise in the MCP module. igh quality optical
trap for UV and shiclded MCP modulc have to be used.
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The combined influcnce of these factors decreascs the threshold level
sensitivity for single mass-spectrum registration. To cxpand the dynamical
characteristics of the instrument, an accumulation of the counts for
repetitive mass-spectra registration and/or a parallel current mode for MCP
could be used.

A sketch of the possible solution for mechanical design of the sensor is
shown in Fig.2, As it can be scen from the side view of the instrument, the
X-axis is aligned along the satellitc velocity vector V. On the upper part of
level A-A, the schematic configuration of the IDM sensor with five
collector segments is shown. A square input aperture is used to collimate
input ion flow before reaching the collector’s surface. Grounded grids G,
and G; provide field-free drift space inside the IDM sensor. The input ion
flow enters drift space with an angular offset from the X-axis duc (o the
transverse ion drift component. In result, measured current ratio from
opposite collector pairs C/Cs is a proportional production of the arrival
angle of input ion flow in the X-Y plane (C; and C4 are not seen), Grid Gs
could be grounded or slightly positive to prevent the light ions from
reaching the collectors in the special IDM mode [5]. Suppresser grid Gg has
constant negative potential to minimize the photoemission current from the
collector surface. A central collector Cs with adjacent segments could be
used for fast total ion current measurements and absolute in-flight
calibration of the TOF mass-spectrometer [6]. In the middle of the Cs, along
the X-axis, an axial input hole for the TOF section is made. Now let us
consider the TOF section operation. A small part of the input ion flow enters
the TOF section through imput modulator Gs. The TOF section consists of
two major stages: frec field (Gs, G7) drift space with length L and reflectron
section with length d. Gg grid is under positive potential U,. Chevron type
dual micro channel plates with a central hole are used for incident jon
detection. The TOF scction is continuously connected to a negative potential
U where Up<<U,, (fig.3), while modulator Gs 1s continuously under Uy
potential, If we assume U,e=-10v the single mass spectrum duration is about
50us if L+d is about 0.25m.

At moment t,, the ions enter G5 volume, accelerated with cnergy of
10eV in addition to their ram cnergy in the satellite frame of reference
[fig.3]. After some time {00 10 the end of mass registration, we close switch
SW1 of G5 modulator to U, and the rest of incoming ions will be
accelerated to encrgy of about eU,, During this time, a portion of ions from
the internal volume of the modulator will enter the TOF section, accelerated
only to the energy of 10eV. Within the next 50ps the TOF ion mass
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spectrum of this portion is registered on MCP. If we accept having 100
registcred points on the spectrum, a 500ns count window for MCP has to be
used. To minimize time spread of input ion impulse within the registration
period of 50us, the TOF section potential is settled to Uy<<U,. During ion
mass spectra registration of the input ion pulse with Ei=10cv, ions entering
the TOF section will be accelerated to cnergy Eim=cUp,. These particles fly
through the TOF section with energy sufficient cnough o overcome the
positive potential U, applied to Gg (Biy>> €U;). This type of modulation
permits us to have in less than 100ns, ion pulses available for TOF mass-
spectrometry. In parallel, registration of mass specira in current mode of
operation for an MCP with fast ADC registration boosts the actual output
dynamics and sensitivity of the method. Similar modulation technigue has
been used for the cnergy-mass analyser KSANI on the IC-24 satellite [6].
To prevent the influence of incident solar ultraviolet radiation, UV light
traps have to be used to minimize scattered UV before reaching the MCP
module. Suppresser grid Go with small negative potential prevents the
photoemission electrons emitted from the light trap section to reach the
MCT sensor. Single ton mass TOF spectra registration could be repeated an
appropriate number of times to optimize threshold sensitivity level. An
adaptive algorithm o input ion flow parameters could be used to provide for
flexible characteristics of the instrument and onboard data processing.
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CONCLUSION

The most important reason to cvaluate the IDM/TOF measuring
technique proposed here is to combine high-speed IDM transverse ion drift
measurement with the high-speed performance of Time-of-Flight mass-
spectrometry. The main objectives could be as follows:

® With an appropriate operation mode for TOF section it is possible to
provide 1+10ms (20+200 shots) measuring time for a single mass-

spectrum same as [IDM opportunities

e The simplicity of equations (1) suppose onboard processing of the

my, Vd|j and Usat

e The MCP sensor with centered hole combined with mass-reflectron
section provides a good opportunity to prevent incident ions or UV
radiation from reaching the registration module

¢ Continuous measurements of ion density irregularities by IDM could
be successfully used for in-flight calibration of the mass-

spectrometer
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U3MEPBAHE HA HOHHUSA JIPEN® B HOHOCOEPATA C

U3IIOJI3BAHE HA PEXKUM BPEME 3A MPEJIMTAHE

JLBanrkoe u A Bacuneeg

Pesiome

Ilpes nocneanunre 30 rogusiy usMepBAHNSTA Ha HORHHUS Apedd Osxa Mioro
MOLICH Ha4KH 32 M3y4aBaHe HA IHHAMUKR1a Ha 3eMHata Honocdepa B
KOHTEKCTA Ha LIPOIIECHTC HA CHBIYEBO-3EMHNTC R3AUMOTCHCTRUS, B
HacTosata paboTa Hue petarame KOMGHHAPAHO HAI0A3RaHE Ha
CNICKTPOCTATHICH PeQIEKTPOH ¢ BpeMe 3a izpeiutane (Time Of Flight—
TOF), xato gact ot mopudunmpan Houen npeipmersp (TIon Drift Meter -
IDM) 3a enioBpemMenHo ONpeCIsHE KaKTo Ha napanejigara Taka ¥ na
HarpeuiiaTa CKopoceT Ha WouHus Apeitd. Tosa na mpaxryka 61 MOITIO 4a

CBEIE M3MEPBATEHHATA METONMKA JIO HIHONIBAHCTO HA C/IMN OB JIATYUK
TOF/IDM.
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ON SOME PROBLEMS OF THE IMPLEMENTATION
OF MOVING TARGET INDICATION SYSTEMS
IN SMOOTH SCANNING RADARS ¥

V. Damgov, A. Karamishey
Space Research Institute — Bulgarian Academy of Sciences

Abstract

The paper is dedicaled 1o the problem for selection of passive noise corrvelation
Junction form and the influence of antenna scanning on the improvement factor assessments
of moving target indication systems in smoothly scanning vadars,

Analysis

The design methodology of modern scanning radars is mainly
directed to the problem of moving targets’ effective detection. A number of
fundamental monographs (see {11, [2], [3], [4]) and a persistently increasing
number of papers are devoted to the theory and design of moving target
indication (MTI} systems. Lately, permanent scientific interest in the
problem is being witnessed.

An MTI system consists of (cf. Fig.1): phase detector (FD} with a
noise phasc correction device (NPCD), rejection filter (RF) and Integrator
{accumulator) with a threshold device.

The system’s main unit is RE that plays a central role in interperiod
processing. RF increases the signal-to-noise ratio and decorrelates noise in
the compensation process.

The improvement factor v is to be regarded as a universal quality
index for the MTI systems [3). The improvement factor v also characterizes
the quality of RF. The improvement factor v is defined as a ratio of the

* Rescarch supported by the “Scientific Research” National Council at the Bulgatian
Ministry of Education and Sciences under Contract No,H3-1106/01
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ratios of the signal’s average powers and noise in the RF’s output and input,
accordingly:

_ (FS HPN )Ou.f

o v—z—w n

where (}35 /P, )om and (F&. e )in are the output and input power ratios

averaged by all target velocities.
We discuss problems affecting the value of the RF factor v of the
MTI systems in smoothly scanning radars, which are insufficiently
highlighted in literature, namely: the selection of the interperiod correlation
function form of passive noise and the influence of antenna beam scanning.
Different authors are unanimous on the possibility for the form of the
fluctuation interperiod correlation function to be approximately presented
by an exponent {cf. [2], [6]):
_ T
(2) B = exp(— Ik —1| —”] :
z-.\'
where T, is the period of the radar pulse sequence and 7, is the correlation
time of the reflected signal fluctuations. However, an uncertainty exists on
the problem for the form of the passive noise interperiod correlation

function. Some authors are advocates of the exponential approximation (cf.

[2], [6], [8]), i.e.
T

) iy = GXP{" e =1+ ]
T

N
where 7, is the correlation time of the passive noise fluctuations. Whilc

other authors (cf. [1], 3], [7], [8]) recommend an approximation by a
Gaussian curve:

T 2
(4) Yy =exp— (‘k —{ —pJ )
T

N
When the form of the correlation function is taken to be of form (3),
the optimal RF consists of a device carrying out a one-time overperiod
subtraction (OTOPS) with attenuation in the holding channel that
corresponds to the coefficient of the noise interperiod correlation (cf. [2],

[41).
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When using Gaussian correlation function, the RF structure that
provides an optimal compensation is known only in a particular case
ry —1 and is coming to a OTOPS with maximal frequency rate m=L—-1,
where L is the number of pulscs in the package {sce [2], [41).

In coherent-pulse radars with frequency repetition (F, ) of the order
of hundreds of Hz to units of kHz, OTOPS implementation devices with
different frequency rates m are widely applied as RFs. At that, the value of v
in the output is:

+1m+l .
Z C ;-1 Ci;l (_Dfm e—:(k—i {av-Ap) ’}f,z
el ,
C };;ﬂl C :n_l (- 1)k+l e—;(k—l)(& w-Ap) rkA;
=1 /=
where C,' and C!;' are binomial coefficients, (Av — A@) and (A —Ap)

"

3

bl
—

(5) V=

5

S

are Doppler phase accumulation for the signal and the noise during the
radar’s time 7,. Making a correlation of the noise phase Doppler shift

Ap=Ay=Q,,T »» the denominator in (5) takes real value components.

Comparative assessment of v for two utmost forms is to be made
under onc and the same noise correlation time, i.e.

oo

(6) fedr= u}e_ﬁz”zdf .
4]

0
z

The condition is fulfilled at 8= - We obtain;

7 € “%p“ G _[\?Jz['k%]z .

Fog =€ and  r=e
A diagram of the RP factor vat m = 1, 2, and 3 for the exponential
and Gaussian approximation is given in Fig.2 (sce vy, and v, ). When

increasing the RF elements number, the obtained computed v value for the
Gaussian form is larger by 20 to 50 dB in comparison with the exponential
one, all other conditions being equal. This fact could be attributed to the
singularity of the Gaussian random processcs.
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Considering from the physical point of view the real form of the
interperiod correlation function should be a compromise between two
utmost forms. The experimental study (cf. [$], [10]) has shown that the

. . . . 1
correlation function is decreasing according to the dependence ~ — An
&

exponentially-parabolic function of the following type corresponds to the
conditions mentioned:
T}
7, —b|k—t] -2
(8) Hr)=(l+br)e " = (1 + bk — —f—}? s
Ty
The condition for spectrum identification for the exponential and
Gaussian functions is fulfilied for the value & = 2.
The curves corresponding the to RF factor v dependences for
exponentially-parabolic form are also shown in Fig.2 at OTOPS frequency
rate m = 1, 2, and 3 {cf. v, ). In this case, computed v valucs take

intermediate position being closer to those for Gaussian approximation and
have 1o be considered as the most likely ones.

One of the basic factors determining the value of the passive noise
interperiod corrclation coefficient is the antenna motion while scanning (cf.
(2], (3], {7]). While scanning, a recnovation of the elementary reflectors
composition takes place, so that their total number remains one and the
same at times z and £ + 7. The bigger the 7, the lower the succession.

When the antenna beam diagram is approximated by a Gaussian
curve, the corresponding correlation function can be presented as follows:

k]
© rTp)=e ‘M5

where 77 reflects the radar antenna revolutions per minute.

Taking into account the reflectors’ chaotic shift and the renovation
because of diagram scanning, as well as the independency of those two
physical processes, the background correlation function can be presented as:
{10) Prack (T =y (7)., (T) .

Further on, an exponentially-parabolic approximation expression
like (8) will be used when analyzing the influence of antenna beam diagram
scanning. Fig.3 shows the dependence of the v factor for two-star RF {(m =
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2), that has been calculated using the expression (5) for strong {7y =10ms)

and weak (7, =25ms) correlated noise at resolution velocities of n=23and

6min . For the sake of com arison, the maximal attainable factor v values
p

with motionless antenna are shown as well (v .3,

It is seen from the diagram in Fig.3 that antenna motion resuits in
decreasing of the v factor values. In this particular case, the decrease is 4 dB
at 7=3min"" and 10dB at #=6min"".

An averaged v factor is most often used in practice that is calculated
on the basis of expression (5). According to [3], the numerator in {5) is
changing by a constant coefficient, as follows: [ for m = 1; 3 for m = 2 and
10 for m = 3. Fig. 4 shows the dependence of the averaged v factor of a two-

star RF on passive noise correlation time for the cases of motionless and

moving antenna with 7 =6min"".

The exponentially-parabolic form determines again an intermediate
position. When noisc correlation time increases, scanning influence
increascs as well. The latter can be explained by decorrelation and widening
of the noisc spectrum.

Conclusion

The basic conclusion is that the advisable form of the passive noise
interperiod correlation function is the exponential-parabolic form.

The computed values for the improvement factor v of the order of
40-50 dB are in good coincidence with the data published for smoothly
scanning radars.
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MHAMKALHOHHH CUCTEMH ¢ JBHXEINA ce Lel B paflapd ¢ IAAKO CKalHpaHe,
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Abstract

The paper presents an analysis of some problems due to the influence of the
spacecraft floating potential as well as the analyzing voltage at the ionosphere plasma
structural parameters investigation by cylindrical Langmuir probe. A computer simularion
using & new high-precision method for periodical measurement of the Langmuir cylindrical
probe floating potential when measuring the probe collector current is presented. The
advantages of the presented method, which is suitable Jor measurement of ail parts of the
V-A probe curve, are discussed.

1. Introduction

The spacecraft as a bedy submersed in plasma is electrostatically charged
under the influences of various kinds of currents. In the static state, the
spacecraft is charged toc some balanced polential ¢e where the summary
current of the body is 2 T = 0 [1]. ¢, can vary within a wide range taking
positive or negative values because the body's surface is under the direct
impact of the charged particles streams and electromagnetic radiation, The
changes of ¢, are a considerable source of errors as they distort the
measurements and sometimes make them impossible because the analyzing
control voltage U to the Langmuir cylindrical probe (CLP) clectrodes is
passed in respect to @, For this reason, three cases are possible:
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1 — the measured current is positive: this means that @e is strongly
negative and U continues to be all the time negative compared to the
plasma.

2 — the measured current is negative: this means that ¢ is strongly
positive and U continues to be all the time positive compared to the plasma.

In both cases there is no other possibility but to measure the
fluctuations of ion and electron density, In such cases we do not use linear
voltages but fixed ones to measure current fluctuations. This makes it possible
lo measure quick density fluctuations having no information about electron
temperature.

3 - the measured current changes its sign: in this case, full analysis
of the plasma characteristics is possible.

2. Space experiments results: some CLP measurement
problems

The satellite experiments continue to the end of the satellite's life and
the measurements are integral. This makes it possible, on the one hand, to
carry out scientific research and, on the other hand, to perform statistical
analysis. An ideal V-A curve is shown in Fig. 1. It consists of three typical
parts [2]. @ - ion saturation, & - elcctron retarding and & - electron
saturation.

The V-A curves from many experiments are shown in Figs. 2, 3’
and 4. :

Here, two problems can be formulated:
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— strong influence of the @ on the measurements;

— U with constant amplitude and continuance.

In paper [3], the authors present 2 methed for periodical measurement

and controi of @y,

The mcthod is practically based on two principles:

— From time to time, 16-bit precision measurement and control of
@eyp tor a zero probe cuorrent (testing cycle).

— CLP eclectrodes control by (U — @up) at the time of the next
measuring cycle.

3. CPL collector current measurement: algorithm and
computer simulafion.

The structural graph of the CPL cotlector current measurement
algorithm is shown in Fig.5. It includes a testing and a measurement cycle.

In the figure: To — the current for the analyzing voltage U=Qq, — 4 V;
I, and I, — currents from the clectron retarding part of the V-A curve; U, and
U, — corresponding voltages; ¢; , ¢, 3, ¢4 — constants (determined by digital
experiments); Ugar » Uena, Usiope — Start, end and limits of U variations.

The next figures 6 (a-f) show a computer simulation of the algorithm
operation.

Let plasma density at the start of operation be Ni=N.=10° m>,
plasma temperature Te=1000 K and ion mass M; =16 a.m.u. (O*) where the
satellite’s potential is ¢ = 0 V. In the beginning, we change U from —8 V to
+8 V to determine ¢, (Fig.6a). @y, is determined on 0,25 V, so we change
U from (@, — 4V) to (@, + 4V), ie. from —4,25 V1o +3,75 V (Fig.6b).
The ion current amplitude is used to determine the two levels of I u Ip
whose corresponding voltages U; and Uz will be measured. Now Ugun= —
425 V and Ugg= +1,28 V (Fig.6b, 6c). The parameters of the next U
(Usian= —1V, Ucaa = +1.28V) already ensurc an optimal result (Fig.6b, 6d)
and will be repeated unless plasma parameters are not changed critically.

Let the satellite now enter into a region where plasma parameters
change suddenly: N; =N, =10° m™, Te=10000 K, M; =1 (H") and as a result Peip
=3V. Naturally, U course will be determined as with the previous curves, Le.
Usian = ~1,0V, Ueug = +1,28V (Fig. 6¢). The algorithm again operates in the
same way: ion current is measured at Uy, the two levels of currents [, and [
are determined and the corresponding levels of U, and U, are mecasured.
The parameters of the next U are computed: Uy = 5,82V, Uegng = +4,11V.
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Only one step is cnough to computc U, covering all three parts ¢f the curves
{Fig.6f).

4. Results and discussion

An algorithm and computer simulation are developed for:

— anew high-precision method for ¢, periodical measurement and

control;

— adaptive control of the CLP collecter current measurement.

From future space experiments with CLP we expect:

— periodic measurement of the highly-informative parameter Peip

— ultra sensitivity of the mcasurement tract:

— no switching scales transition processes;

- real V-A curves.

The use of active methods eliminates the necessity of physical
phenomena monitoring. So we consider that the presented solutions, which
pertain to the passive methods, will be further developed and approved in
future. The CLP is included as an important component of the SPACE
WEATHER program [4] at the International Space Station, where ge floats
within a wide range £ 300 V.

References

1. Riedler W., K. Torkar M., Pecdersen A. ct al. Spacecrafi potential
experiment RON/RSA - TKI- CNES. interball mission and Payload, 1995,

2. Gousheva M.N., P.S. Angelov, P.L. Hristev, B.B. Kirov, K.Y,
Georgieva. Some problems in systems using cylindrical electrostatic probe
for electron density and temperature measurement on spacecraft board. The
Bleventh  Intermational Scientific  and  Applicd  Science  Conference
ELECTRONICS E172002, 25-27 September 2002, Sozopal, Book of Abstracts, p.
48.

3. Gousheva M.N., P.5. Angelov, P.L. Hristov, B.B. Kiroy, K.Y.
Georgieva. A method for measurement and control of the cylindric probe
ftoating potential. An algorithm for conirol and measurement of the V-A curve.
The Fleventh International Scientific and Applicd Science Conference
ELECTRONICS ET2002, 25-27 September 2002, Sozopol, Book of Abstracts, p.
47,

4 Kilimov V.A_ et al. The use international space station infrastractures for space weather
rescarch. Prescnted al the COSPAR Collognium "Plasma processes in the near-
carth spacc: INTERBALL and beyond", 5-10 February, 2002, Sofia, Bulgaria,
Abstracts, pp.76.

68



EJMMUHHUPAHE BJAWSIHUETO HA [UTABAUIHS OTEHIAAJT
HA KOCMUYECKUS ATAPAT IIPY U3CJIEIBAHE HA
CTPYKTYPHHUTE [TAPAMETPU HA HOHOC®EPHATA IJA3ZMA
C HWINHAPUYHA COHAA HA JIEHIMIOUP

i ! I
Mapusna lywesa’, Hnamen Auzenos’, Hnamen Xpucmos
2
Bosu Kupos®, Kamsa eopeuesa’

1
MuCTUTY T 32 KOCMUYECKH H3CNEIBAHUE

P o
HesTpaniia naGopaTopus 3a CUBHYEBO-3CMEHN BB3NCHCTBHUS

Pesrome

B nacrosimara pabota ca ananu3upaHy HpobIeMUTe OT BIKSIVETO
Ha RlaBauiys fOTCHIMAN HA KOCMHYECKMA anapar ¥ aHANN3UPAIIOTO
HAIPCKCHME IIpH  M3CleABalic Ha  CTPYKTYPHUTE MapaMerpy Ha
HOHOC(epHaTa IasMa ¢ UMIHIIPIYHS COIa Ha Jenrmionp. TlokazaHa ¢
KOMIHOTBPHE CHUMYJALMs, H3MON3Balla HOB BHCOKOTOUEH MCTON 34
NEPHONAYHO U3MEPBAHE HA MNARAlKs [OTCHIMA)! HA LMIKHAPHYHA COHJA
Ha JIeArMIOWp npu H3MEpBaHe HA TOKA OT KONCKTOPA HA COHOATA.
HuckyTrpani ca npeuMyliecTBaTa Ha NIPEANONEHHS METOT 32 H3MEpBAHE
1ia BCUYKM yYacTbUM OT BONT-aMIIepyaTa XapakTepHCTHKA Ha COY/IATa.
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Abstract

Spacecraft charging effects have been studied since the beginning of the first
satellite-borne experiments in space. Here, both skin and internal dielectric charging
effects are meant. The first high-altitude flights showed that these effects could become of
great importance for the proper operation of onboard elecironic equipment. In some cases,
satellite skin potential could reach relatively high levels, for example at geostationary
orbits. Completely new type of problems could appear when large bodies like manned
spacecrafis, space stations at docking procedures etc. have to operate for a long period on
orbit with high reliability of the onboard equipment for reason of crew safety. Here, we
propase very simple equipment for wide range measurements of the satellite skin potential
using Langmuire probe in a special operation mode.

INTRODUCTION

The skin potential of the charged body in space depends on the
balance of the inflow and outflow currents to its surfacc. The physical
characteristics of the surrounding plasma and the different materials of the
surface have considerable input to this balance. Large bodics in space like
manncd spacecrafts, space stations or large geostationary satellites can form
significant potential drops between different parts of their constructions.
Very often this could be a problem for onboard electronics and/or other
charge-sensitive devices. A simple solution could be a distributed system for
skin potential measurement and control sensors spread on the surface of the
spacecraft unit. Here, the proposed Langmuir probe for spacecraft skin
potential measurements is working close to a zerc detection system mode,
which simplifies the measuring techniques and onboard electronics.
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INSTRUMENTATION

The cylindrical Langmuir probe (CLP) is a very extensively used
mstrument for ¢clectron density N,, clectron temperature T, and satellite skin
potential Ug, measurcments because of its simplicity and relatively high
accuracy [1,2,3]. Here, we will discuss the basic aspects of the CLP
application for ionospheric plasma diagnostics. [.Langmuir and HMott-
Smith were the first to postulate plasma probe measuring technique in
laboratory plasma in 1924 [4]. Briefly described, plasma probe diagnostics
is based on electromeler measurements of the current from the conductive
electrode in plasma as a function of the sweep voltage applied te it, which is
often called volt-ampere curve. In Fig.1, a sketch of a typical V/A curve (Ju,
vs Ug) from a cylindrical Langmuir probe operating onboard the satcllite is
shown. Four important regions could be identified on the volt-ampere curve,
denoted by A,B,C,D, accordingly. Region A represents the ion saturation
current from CLP at enough negative U, at which ali attracted ions reach the
collector surface while the electrons are repelled from it. The relative
changes in total ion current with Uy represent the changes in the effective
ion collection surface of the probe. In the retardation zone B, the clectrons
with sufficient cnergy reach the probe surface. The probe potential at which
Jeip becomes zero as a superposition of equal electron and ion currents to the
probe surface is called floating potential Up. Near Uy the rapid change in the
probe current is a function of the effective retardation U, for electrons where
the Te determines the power of exponent in the theoretical expression of the
VIA curve. A large Te value corresponds to a large retardation zone. In a
close area of point C, the probe potential becomes positive in respect to the
plasma and as a result, the probe current is almost caused by electrons
atlracted to the probe. This valuc of the U, sweep, at which the probe
potential becomes zero compared to the undisturbed plasma far from the
probe is called satellite skin potential Ug,. A large positive potential U, in
the saturation region D causes the probe current to be ........ only by the
attracted electrons on the CLP surface. To obtain T., N, and Uy, values from
the experimental C/V curve, a least square technique could be used to {it the
theoretical expression for Jeip- It is important to note that large T, values
correspond to a large retardation zone and as a consequence on large Ug-Uy
difference. In the Earth’s ionosphere |Usa-Uanl does not exceed 0.5:0.6v. In
the casc of wide range measurements of the satellite potential Uy, for
cxample, from ~200v to +200v, the |U.-Usg| difference becomes less than
0.5% of the desired range. Therefore, if we measure accurately Up, this in
fact corresponds to a U, valuc with less than 0.5% accuracy in the whole
targeted (-200v+200v) dynamic region.
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The basic assumption of the measuring technique proposcd here is to
measure Up as a zero Jg, current level detector with fixed sensitivity
current-to-voltage converter. In the beginning of the operation cycle we use
a CLP only as a rough zero current detector. In Fig.2, we show the
schematic solution of the proposed instrument. CLP output is connected to
the input of a current-to-voltage converter (CVC) with appropriate
sensitivity. The output voltage of the CVC through a zero crossing voltage
comparer (COMP) provides an opto-isolated logical cutput signal. This
logical signal is used as an up/down switch of the counter (COUNT) whose
output through a digital-te-analogue converter forms the U, voltage sweep.
The wide dynamic range of U, is a function of the gain of the voltage
amplifier (AMP). The high output voltage of the AMP stage is connected to
the floating ground of the CVC to provide voltage offset in respect to the
plasma. The DC/DC converter and the opto-isolated telemetry buffer output
are used to protect onboard electronics. The operation principle of this
instrument is quite simple. If the input CLP current passes through zero
level at some Uy,=Up the output logical signal from the comparer reverses
the counting direction of the counter, gain of the output amplifier stage and
starts analog to digital conversion of the ADC block. Every passing through
zero level current repeats this process in the downward direction and in fact
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a current-to-voitage characteristic with a fine voltage sweep from the CLP
in a digital form to the TM output. This part of the C/V curve could be
successfuily processed for N;, N,, T, and U,y [5]. When the bottom level of
the counter is reached, logic control changes the gain and output voltage
step to search for next U,=Ug level. To minimize the error caused by the
difference between Usat and Ul some a shift in the zero level adjustment of
the comparer can be applied. Time resolution of the method is Hmited from
the clock (CLK) frequency and frequency band of the CVC. The input stage
of the current-to-voltage converter has to be overload protected. A
differential pair of high voltage transistors could be used. The dynamic
range of this instrument could be extended by the special HV protected
construction of the clectronic block. The main objectives of this schematic
solution could be realized in some part by a micro-controller unit {counter,
DAC, TM output). This will not reduce significantly the used measuring
algorithm. In some cases, low integration chips are betier protected from the
influence of high voltage static discharge, high level radiation etc. Either
way, the electronics and CLP could be small cnough to be spread at
different locations on the surface of large body spacecrafts, space stations
cic.

CONCLUSION

In the present paper a simple method of CLP application within a
wide range of satellite skin potential values is proposed. This measuring
technique could be an effective tool as a part of onboard control and safety
systems.
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OPOCT ATAIITHUBEH METO/I 3A U3II0QJI3BAHE HA
ITATMHAPHYHA COHJIA HA JEHTMIOP B IIUPOK
AUAITA3OH HA U3BMEHEHHE HA ITOTEHITUAJIA
HA CII'bTHHKA

J. Bauros u A.Bacunesa

Pesrome

Edexture OT 3apexaane Ha KOCMHUMECKUTE anaparn ca OWIM M3Y4aBaiH OWIE ¢
UDPBUTC COBTHHKOBH CKCTICPHMEHTH B Kocmoca, Toan npobnem ce paspens nia
BLHUICH ¥ BHTPEUICH (JlUeNexTpuden) eEKTH Ha 3apesknaHe. [IBpBHTC BHCOKO
4NOreiHY MOJNETH MOKA3BAT, 4Ye Te3d edeKTW Ouxa MOMMM fa Gblar oOT
MSKMIOYHTCNNIA  BOMCHOCT 32 NIPABMNHOTO (DYHKIEOHMpaite Ha GopuoBaTa
CHCKTPOHMKA HA CHBTHHKA. B Hikom cnyyau, moreuuiansT 1a IOBLPXHOCTTA Ha
CHPTHHKA MOXE Ja [OCITUTHE OTHOCUTCHNO BHCOKA HHBA, HanpuMep 3a
TeocTaiuonapud opbuti. Hambino OB TUD TIpOOICMN MOTAT A CE 1IOSBAT,
KOTaTo TOlNeMHM Tefd KaTo [HICTUPYEMH KOCMHYCCKH XopabH, KOCMMYECKH
CTaHIL#H IO BPCME Ha UPONG/IYPH 3a CKaysase U T.H. 1pabsa fia pyuknuonupar 3a
ABIBT IEPHO/ Ha 0pbuTa ¢ BUCOKZ NAfSKAEOCT Ha 0BOPYABAHCTO, TAPAHTHPAILD
OezonacHocTTa Ha eKMnaxa. B Tasu pabora Hue npcjiaraMe MHOIC npocT mpubop
33 H3MEPBAHC Ha NOTEHIHANA HA OBLPXHOCTTA HA CIBLTHUKA B LUHPOK AHAIA30H,
KaTo ce H3N0A382 COHAa Ha JIEHTMIOP, KATO ¢ H3ON3YRA CHCHUPHYCH PCKUM Ha
pabora.
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Abstract
Our solar system provides a plethora of examples of chaotic motion. The giant planets in
our solar system are chaotic, as are the inner planets ( independently), In extreme cuses,
chaos can disrupt some orbital configurations, resulting in the loss of a planet. The spin
axes of planets may also evolve chaotically. Despite the variety and complexity of
applications, we can introduce many of the concepls in solar system dynamics using the
pendulum: phase space structure, periodic motion, and stability.

The physical basis of chaos in the solar system is now better
understood: in all cases investigated so far, chaotic orbits result from
overlapping resonances.

A series of remarkable features in the asteroid belt vividly illustrates
the importance of dynamical chaos in the solar system. The distribution of
semi-major axcs of asteroid orbits contains a number of distinct gaps. These
are called Kirkwood gaps, in honor of Daniel Kirkwood, who first identified
thern and noted that they occur at locations where the orbital period, 7,
which depends on the semi-major axis, would be of the form {p/g)T; , where
Ty is the orbital period of Jupiter and p and g are integers. The paper that
ignited the modern era of work on the Kirkwood problem was Jack
Wisdom's (1982) - first contribution to the study of the 3:1 mean-motion
resonance at a = 2.50 AU. His startling results showed that an orbit at this
resonance could remain quiescent, with a low eccentricity, e < 0:1, for more
than 100,000 years, but also showing occasional surges lasting for about
10,000 years that would lift to a maximum value of about 0.35. Such a value
1s just sufficient to allow crossing of Mars' orbit, resulting in an eventual
cotlision or a close encounter,
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Further aficld, about one new “short-period” comet is discovered
each year, They are believed to come from the “Kuiper Belt” (at 40 AU or
more} via chaotic orbits produced by mean-motion and secular resonances
with Nepture. Finally, the planetary system itself is not immune from chaos,
For. cxample, Mercury, in 10" years, may suffer a close encounter with
Venus or plunge into the Sun. In the outer solar system, three-body
resonances have been identified as a source of chaos, but on an even longer
time scale of 10° times the age of the solar system.

The first striking example of chaotic behavior in the solar sysiem
was given by the chaotic tumbling of Hyperion, a small satellitc of Saturn
whose strange rotational behavior was detected during the encounter of the
Voyager spacecraft with Saturn.

The cquations of motion for the oricntation of a satellite S orbiting
around a planct P on a fixed elliptical orbit of semi-major axis a and
eccentricity e (Figure 1) are given by the Hamiltonian:

2 3
y' 3 B—A( a J
=== 1.2 s x — it
H 272 ¢ U)o {x—v(1})
(1)
where r{f) is the distance from the planet to the satellite, x gives the

d

orientation of the satellite with respect to a fixed direction, % dat™ is its
conjugate variable, !'is the true anomaly of the satellite, and A < B < C are
the principal inertia moments of the satellite

When expanding the Hamiltonian with respect to cceentricity (e),
which is supposed to be small, and retaining only the first order terms in

eccentricity, one obtains:
2

& 74
H= 22— — 50032(;: —1)+ f[cos(Zx —t)=7cos(2x - 31)],

AB- A)
o= e
(2)

As a result of the transition between librational motion and rotational
satellite motion, small chaotic zones appear. When perturbation size Ce
increases, resonant zones corresponding to the various possible resonant
terms cos 2(x-t), cos (2x-1), cos (2x-3t) will overlap, giving rise to large-
scale chaotic motion.
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This is the casc for Hyperion, where Oc = 0,039. The resulting effect
1s that the rotational motion of Hyperion is not regular, and it becomes
impossible to adjust any periodic or quasi-periodic model to its [ight curve.

They briefly recall a mathematical model introduced in (Celletti,
1990) to describe the “spin—orbit™ interaction in Celestial Mechanics. Let S
be a tri-axial ellipsoidal satellite orbiting around a central planet P
{Figurcl). Let T, and T, be the periods of revolution of the satellite
around P and the peried of rotation about an internal spin-axis. A p:g spin-
orbit resonance occurs whenever:

L, /T,=plq, p,geN,q+0.

The equation of motion may be derived from the standard Euler’s
equations for a rigid body, In normalized units (i.e. assuming that the mean

motion is one, 2(1/ Ty = 1) we obtain:

d’x {1)3 ” _3(B-A)

0 + £ . sin{2x—-2v)=0,e= C 3

We investigate numerically the stability of the periodic orbits. We denote by
L *{p/q) the value of the perturbing parameter at which transition occurs.

The plot of C (p/q) (Figure 2) shows that for low eccentricity values
there is only a marked peak corresponding to the 1:1 commensurability
{occurring when the periods of revolution and rotation are the same).
Increasing the eccentricity, other resonances appear. Indecd, the 3:2
resonance can be observed at eccentricities larger than 0.01.

Prof. Damgov introduces a heuristic model for the discrete
distribution of Solar system planets and the satellites’ mean distances from
the primaries.

Herewith, as a general model we take a periodical motion, that is the
rotation of a charge at which an electromagnetic wave falls along the x-axis.

The charge motion equation is

%+ 2B+ 02x = ek sin(vt — kx) ,
4

where Ex is the x-axis electrical field component and & is the wave
modulus.

The solution of Eq. (10}, describing a linear oscillator under wave
action, is written in the form of a quasi-harmonic function

x(1) = asin{r + ) i
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where afz) and UL are the slowly changing amplitude and phase,

W=V/N is the charge periodic motion frequency, and N =1,2,3,... is an
integer.
The examination of the stability solutions reveals that the stable

- . o (ka)=0
oscillations amplitude « satisfies condition N( ) .
Heace, the stationary charge oscillations can be realized for

amplitudes i, belonging to a strictly defined set of amplitude values. The

% values are determined by the Bessel function cxtremes, and may be

o du
T

ka; = -}NJ', where /N is the N-th order Bessel function -

argument value ka, at the i-th extremum point. The Solar system planets’
mean distances are presented on Table 1.

The unsolved problems in solar system chaotic dynamics are many.
As yet, we have no relation for secondary resonances, where ejection time is
a function of the Lyapunov time. Unlike the outer planets, the source of
inner planets chaos has not been convinein gly established.

presented as
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Fig. 1: The spin-orbit geometry.
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Fig. 5: Left panel: plot of C*(p/q) vs. p/q for the frequencics listed in
the text; right panel: plot of the CSI O{p/g) vs. p/q for the same frequencies

as in the left panel. a) c = 0.001,b) e =0.01,¢c) e =0.1.
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Planets in the Solar  Data from direct astronomical ~ Computed planet

system measurements of planet distances using
distances from the Sun Equation (65} of the
{Allen, 1973) A.U. “Oscillator-wave”
model
I al]

Mercury 0.39 1 0.392
Venus 0.72 3 0.723
Earth 1.00 5 1.000
Mars 1.52 9 1.530
Asterords 278 19 2.824
Jupiter 5.2 37 5.132
Saturn 9.55 71 9.474
Chiron 13.71 104 13.689
(Collewll’s objects)
Uranus - 19.18 147 19.180
Neptune 30.03 ' 232 30.035
Pluto 39.67 307 39.598

Tab. 1. Mean planet distances in the Solar system

HAKOHU HOAXO U ITPN MOAEJHOTO U3CJIEABAHE HA
XAOTHYHUTE ABJEHUS B CIBHUEBATA CUCTEMA

Kocmaoun Hletipemcxu
Hucmumym 3a Kocmuuecku uscnedeanus — BAH

Pestome

Hamarta cnpRYeBa cHCTeMa IpeicTaBs MHOMKECTBO OT UPHMEPH 3a
XaOTHYHU HBMKEHUA. [ MFaHTCKUTE INAHETH, KAKTC ¥ BBTPEUIHATE IIIAHETH
ca IICABIACTHY Ha Xaoca. B HAKoM chaydan XaoChT MOXKE Jig pa3pyIluH HIKoH
opbutanny xoHQUrypauuy, Bopelikn no 3aryGa Ha manera. Octa Ha
BBPTEHE HA IIIAHETHTE MOXE CBIO A2 €BONIOMpPA Xa0THUHO. HezaBHCHMO
OT pasHoo0pasHETo U CIOXKHOCTTA HA XGOTUYHHUTE ABICHHA, HHE MOXEM /4
ONPEACTaBUM MHOI'O OT KCHUEINIMUTE Ha AMHaMUKaTa Ha CIbHYCBATA
CHCTCMa M3NON3BadKkK Maxano: CrpykTypata Ha $HasoBOTO IIPOCTPAHCTRO,
NEPHOJ/MYHO OABHMEHUE K CT&6HJTHOCT.
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COMPUTER PROCESSING OF THE MEASURED
ELECTRON WORK FUNCTION ON THE SURFACE
OF ANTIFRICTION MATERIALS

Yu.Simeonova, L.Dinkova, T.Grozdanova
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Abstract

The architecture of an auwtomatic system for precise measurement of the contact
potential difference with antifriction materials is represented in this work, Awtomating of
this process provides the possibility to make experiments with different materials under the
same conditions that on the one hand leads 10 simple comparability of the results and
significant increase of the precision of the experiment.

Regardless of the great development of thribological science, a
series of questions rejated to the nature of friction and wearing of materials
remain obscure which is due to the complex character of the process of their
mutual contact, most strongly manifested when working in extreme
conditions and particularly with friction and space surroundings [1]. Here,
alongside with the traditional frictional surface indices such as micro-
geometry and micro-hardness, some physical and chemical parameters that
determine its energy state have to be taken in mind. In this sense, the work
function of the clectron in metals can be used as energy state parametcr
determining the traditional method of measuring the contact-potential
difference between the surface being rescarched and standard metal surface
with constant electron work function {2].

The research of G.P.Shpenkov [3], D.N.Gorkunov {4}, as well as
some of our studies show that there Is connection between surface wear
resistance and electron work function in metals, alloys and more complex
thribotechnical systems on a metal base. Our research experiments for
thribocouples of metal-metal alloy and lead bronze-metal alloys show that
when materials are in contact wear increases with increase of the electron
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work function, and with decreasc of their contact potential diffcrence,
accordingly.

There are a great variety of factors influencing the physico-chemical
state of surface and electron work function. These factors are frequency and
smoothness, microstructure and element composition in the presence of
oxides and other secondary structures on the surface. To achieve the
required precision in determining the contact potential difference and
electron work function, especially in complex thribo-technical materials
containing a great number of components, it is necessary to use precise
registration methods and process large data array in measuring the contact
potential difference [5].

In the present work, the architecture of an automatic system for
precisc measurement of the contact potential differcnce with antifriction
materials is offered. The antomatic system is based on a system determining
the energy state of surface friction [6]. The recording device used so far in
the methods for experimental determining of the electron work function and
the antifrictional material surface is oscilloscope. We have introduced an
analogue recorder and a personal computer in the accomplished automatic
sysiem. The structural diagram of the system is shown in Fig. 1, where: 1 -
variable force of outer generator (F~); 2 - electromechanical fluctuating
system (EMFES); 3 — clectronic-measurement circuit; 4 - oscilloscope; 5 -
analogue multiplexer; 6 — monitoring-storage circuit; 7 - analogue-to-digital
converter and 8 - personal computer,

In the measurement process, digital ensemble accomplishments of
the random process with sufficiently long accomplishment are recorded to
be statistically correct. Some measurements have been made, whereas the
length of one accomplishment is equal to 255 discrete values of the contact-
potential difference, a couple of them for one and the same test specimen.
This boosts the statistical fidelity of the signal’s automatic digital
processing.

The digital processing of measurements is accomplished in the
following steps:

1. Scaling of the measured values. The scaling coefficient conforms
to the coefficient of amplification and scaling of the scale in spectral
measurements.

2. Two types of values arc obtained in the process of measuring,
stable and unstable. The stable are the real ones, that give us the correct
measurement and the unstable are called noise. The noise value is
climinated from the digital signal by means of a filter. The filter sets a
window, whose dimensions depend on the mean value of the contact
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potential difference. The filter operates in following way: if, for a given
specimen, the values are over twice greater or much less than the mean
value, they are removed from the spectrum and they are not processed. The
next operation is averaging of the values obtained after filtration and their
graphic representation. Increasing the number of processing iterations
results in increasing the precision of the result. This is achieved because of
the fact that, with each subsequent iteration, more and more digital noise
values are removed. The conditions under which measurement has been
carried out are also important (room temperature; type of the generator -
Functional generator 3325A, HEWLETT PACKARD:; a source of constant
voltage).

4
2 3
Fig.1
g 6 7 8
S —
Fig.1
Conclusions:

Automating the process of measurement of the potential contact
difference allows to perform experiments with different antifriction
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materials under one and the same conditions. This provides a possibility for
simpie comparability of the measurement results. Besides, hi gh precision of
the results is achieved becausc the subjective factor (measurement by
oscilloscope) is climinated and in practice, a sufficient number of
accomplishments for achieving the required statistic fidelity of the
measurement results can be written,
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Abstract

We consider a geometrically thin disk. The material accretes on a star with
magnetic fleld. We study the MHD behaviour of the disk-magnetosphere system and their
interaction. Are these conditions related to corona generation?

1. Introduction

Quite often, accretion on a magnetic star is accompanied by a
corona. The observations reveal hard X-ray of the corona and soft X-ray of
the cold disk incorporated in it. The presence of a corona and the magneto-
hydrodynamic (MHD} processes in such a system is considered by a number
of authors, such as [1,2,10]. Other authors study a disk-magnetosphere
system (DMS) without a corona [4,5,9]. Our objective is to reveal the
possible continual fransition between these models.

2, Formulation of the problem

Let vs censider the second case, i.e. a thin disk (H<<r) in the
presence of magnetic field (MF}, where H and r are corresponding half-
thickness of disk and the distance from the rotation axis z (DRA). We shall
choose dipoler MF, which is normal to the plane of disk and we shall use

eylindrical coordinates (1, ?, z).

@) r%?—+%(r£vr)=0,

2
(2) avr-{.vr@_.v_w:_ia_})_g? s
ot dr r Xar or
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3) rg(2wr2>+§(rzvrm2)=§(rzz9r2%>+rEBzBm,

@ 0+0,,=0.

(5) P=B+P +F

m?

where v, - radial velocity; v, = rais linear velocity on ¢@; -
gravitational potential; ¥ =2Hp is surface density; ¢ = av H - kinematic
viscosity; v} = P/p - sound velocity ; P- pressure (5); B, << B,,B, are
the field components; Q" - viscosity dissipation; @, - magnetic dissipation;

Q" - radiative cooling.

This is a basic MHD equation of the model. In such a disk, as a
result of the physical conditions, four layers with different accretion regimes

arc formed. The can be seen best in profile V(7).

3. Profile of V.{+)
L. R>r>R,, where a(R,)=w, [6]. In this layer, when we

ignored the MF, because it is far cnough we shall have time-dependent disk
accretion {6).

{6) v, ~ 1 7B or y, ~ 1
depending on opacity law ¥{p, T).

£t
»

2. R,>r>R,, where @(R ) =a,. Here, it is necessary to sclve

the full equations, taking into account the instabilities’ influence on the
parameters in layer [8,11].

There are alphenic waves in the layer, because the values of the
velocity on the flow and the alphenic velocity are very close. These waves
along with differential rotation are the reasons for the appearance on
magneto-rotary instabilities of Balbus-Houly (BHI} and supersonic
accretion — for thermal instability (T1).

3. R, >r >R, where disk destruction starts when Q_ /0*~1 [7].

Hlﬂg
The layer is viscously unstable. There, the MF {or ML) lines are closcd,
they press firmly the disk, forcing plasma to rotate like a solid, i.e. the
equation do not dependent explicitly on time, but only through the changes
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in MF. Therefore, the derivatives in {1)-(5) disappear and the parameters arc
expressed by rand a (7) only, where & = @(B)[3].

(z(B)r
D )

4. The quick decrease of V. corresponds to plasma motion along the
ML.

4. Comments

Here, the basic laws and assumptions for the system’s evolution are
presented. The birth of the corona is directly related with the disk-
magnetosphere interaction in layers 2 and 3, BHI creates MF in the disk and
TI assists ML to emerge outwards until the field envelops the entire disk.

Fig. 1 Profile of ,{F).
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MOJEJ HA AKPEITHUOHEH TIOTOK
B IIPUCBCTBHE HA MAI'HUTHO IIOJIE

K Aurosa, 1. Sununce
Pesrome
Pasrnexame reoMeTpHuHO TBHHBK MMCK. Bellecrsoro aKpeuupa
BBPXY 3BE3Ha C MarHuTHO Moje. Micneapame MarHuTo-XuapOIHHAMAYHOTO

NOBCACHME Ha CHCTEMATA AMCK-MarHUTOCHhEpa ¥ TAXHOTO B3aMMOACUCTBIE,
Cabp3anu 11 ca Te3 YCIOBYA ¢ 105BATa Ha KOPOHa?
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Abstract,

Finite volume method for spatial discretization of two-dimensional Euler
equations is used to describe flow of an inviscid gas among structural elliptic grid. A four
step Runge-Kutta scheme is also applied for time integration. A non-linear artificial
viscosity is added to suppress numerical oscillation of solution. The boundary conditions at
inflow and outflow are based on the method of characieristics. The results Jor some
subsonic cases are presented and collated with experimental data.

Introduction,

For the several decades past a wide number of methods for
simulation of viscous compressible flow have been developed. One of them,
a finite volume method, is proved simple and efficient for calculation of
such cases. The choice of this method is determined by these factors.

It is possible to apply the method for various cases of space
discretization. This fact determines two forms of numerical flux
implementation — the so called cell and node centering, It is useful to apply
ccll centering while structural quadrilateral grid is used. Otherwise, in case
of triangular meshes, both ways of centering are permitted but in case of
node centering an overlapping of two adjacent cells occurs, In the case when
the grid is generated by solving a system of Laplace equations, a solation
among curves extremely close to the flow equipotential and stream lines is
asked.

When the spatial discretization is done, the considered partial
differential equation is reduced to ordimary one. There are different
numerical methods for solving space — discretized Euler equations but most
frequently applied are Runge — Kutta schcmes. These schemes use
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information from only one previous iterative stage. Their advantage is the
increased accuracy. Actually, when high accuracy is not required, it is
possible to adjust the current iterative step size. This fact allows acceleration
of the numerical process.

Theoretical background.

Conservative system equations, describing compressible gas flow
among Cartesian coordinates (2D), is consisting of continuity, Euler and
energy equaticns. It has the form:

Ja . d zr. d _r.
(1 =G,y )+ o= Fla(x, y, )]+ =[G (x. y.1)]=
o1 ox oy
P pu oV
_ 13_ ou i i ou’ + P i B_ 0O uy - 0
dt ||pv dx £ uv dy ||lpv? + p
E (E + pu (E + p

where p is density, u,v are Cartezian velocities, p is static pressure
and E is the total internal energy per unit mass. Then the following
problem is formulated: find out the monotonous scalar functions © , u ,
v, E and p ,initially defined in space of states, with initial conditions
G(x.y,0)=G,(x,y)
and boundary conditions
B(G(x,y,t))=0
Here B is operator for determination
u_:}'(x,y,r)=||p pu Py E”T
and p is replaced with the following expression:

p(p,e)= pRT = pr—= p%e =(x - 1)pe =

© w

= (x—l){E—;—p(u2+v2)j|.

Here x is the Poisson adiabatic constant, R is universal gas constant and
¢ ,.c, are the specific heats. The unknown quantities are included in the

governing equations with their dimensionless values
7 L
% =L 4= u,v o = /e
Po T, RT po/RT

p:
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where the subscript ( )0 denoles stagnation parameter,

Numerical solution.

The finite volume method is applied for solving of equations (1). For
this purpose the physical space around the rigid body is discretized te
quadrilateral cells (finite volumcs - fig. 2). As explained in Ref. [1] the basic
idea of the method is to satisfy the integral form of cquations (1) for each
control volume. It is necessary to find out total flux of vectors f (c}' ) and
g (c}' ) on each face of the cell separately and so on along the entire grid.

Then, as proposed in Ref. [2], for the present time step, the system (1) is
discretized for the current cell like this:

%(m%ﬁ U,0.)=0

5l e 3 )+ Cravp, =0

‘aa—t[J (pv )]+ > [U cov), + (G Ax, p, ]= 0

2)

4

2 (e Y 0, B+ p)]=0

k=1
The J symbol means the cell area and
U, = (_ I)k Ayu, + (_ 1)k+IAkak

corresponds to a contravariant velocity component. The sign replacement in
front of an individual additive is conformed to normal vector sign variation
while shifting to the adjacent cell. Each quantity, in system (2), is evaluated
as the average of the valucs in the cells on the two sides of the cell’s face
{fig. 1), for example:

Ul(p“)i = ;—[U‘-_J-(,OM )i,j + Ui,_f—l(p“ ):‘,j-—l]

Thus the scheme is an analog of a
central difference scheme on a
Cartezian grid.

Time - depending
derivative discretization scheme,
[or space-discretized equations

Fig. 1. Flux calculation sequence
about cell i, j .
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dg . 1
“;—"F },-_Q (g.)=0,
i =1,2,3,..
is 4™ order Runge — Kutta
g =q"
g = g© _ %LQ (qw))
g =q' - %Q @)

g = q©® —%Q (qm)

(4) _ m_ﬂ 0 _éﬁ_ _S‘_’ (2)__Ai (.”
' =g 6Q(q”) 3Q(q“’) 3Q(q ) 6Q(q

q(n+1) — C](4)

Here the flux @ (q,. ) is computed over again at cach time step where the
following initial conditions are considered:

k=14 po=1 py,=1 a,-= Jm
P o

Ug =M jajcos ¢ vy =M _a,sin «
Here symbol a denotes speed of sound, @ means the angle of attack and
M denotes Mach number.
To suppress non-physical oscillations of the results, according to
Ref. [2], the last time step is augmented by addition of the filter:

g""" =g AD ' u D g+ AD P ,D g™

In the expression above the superscripts + and — denoted forward and
backward difference operators. The coefficients g, and , éare made
proportional to

Q:‘+1,j - ZQ;',; + Q;—l,j

QHI,;‘ ZQ;',J'_QI'—L,;

Q:‘,J'-u - 2Q;‘.; + Qi,j—l

Qi +20,;, -0, ,.,

‘The boundary conditions, in accordance with placement, are reduced

to the following kinds: along the rigid body contour and along the outer
boundary of the physical domain. In regard to the first group, it is truth that

/L{ X ~

.l_

ﬂ y ~
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all fluxes across contour are identically zero (impermeable condition).
Exception is numerical contribution to the momentum flux.

The sccond kind boundary conditions, computation of which is
based upon onc-dimensional characteristic method, is divided on inflow and
cutflow. Because wave propagation normal to the boundary is dominang,
variations parallel to the boundary may be neglected and the lincarized one-
dimensional Euler equations can be written as:

ot dx
0 u Joj 0 0
u 0 U 0 i—
U = A = 0
¥ 0 0 u 0
P 0 pa® 0 u s

The reference state for evaluating the matrix A will be the state on
boundary at the old time step. To make the matrix A constant, the average
value of the slate vector on the boundary will be used to evaluate A .

For subsonic inflow, therc are three incoming waves and one
outgoing wave. The last onc is computed by the algorithm using quantity
conservation of corresponding Riemann invariant among the same wave
while for the incoming waves the prescribing quantities for nozzle inflow
(total enthalpy, entropy and flow angle) are used:

H = -L—E—Jrl—(bﬂ + vz)
k-1 2
=In{(p)-xh(p)

v
o = arcty —
u

For subsonic outflow the
linearized analysis shows that there are
three outgoing waves and one incoming
wave. [n such case it is classic to
prescribe the static pressure at outflow
nodes.

il
Computational grid. [

‘ As was ment:ollﬁ?d above, tf'ie Fig. 2. An “O”-type computational
physical domain surrounding wing section grid (above) and its expanded center

is discretized into finite cells, In the (below) surrounding Eppler387 wing
section
94
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current case of study this fact isjachieved by curvilinear elliptic coordinate
system generation by solving system Laplace equations. As mentioned in
Ref. [3] the iterative act of synthesis uses initial coordinates of the grid
nodes, which are evaluated previously by interpolating the interior of the
physical domain. The grid coordinates at the boundaries of the field import
the boundary conditions. The interpolation used is onc-dimensional
(normally to boundary curves) and includes hyperbolic tangent function. In
this way the derived initial “ordinate” axis allocation corleqponds well to the
Laplace operator “effect of smoothness™: the closing in of the “abscissas”

curves to the convex boundary.i The construction of the interpolation, as
proposed it Ref, [4], is made as follows let arc length s varies from 0 to |
and arc’s points number ¢ Vanes from 0 to [ in such way so

s(@)= 0;s (1)=1.Initially, jassigning vatues of the first derivatives

57 o€ =0)=as,
s(c: = !): As,

the following expressions arc deﬁhed:

A l= _Asz
As,
B - |
I ~fAs;As,
. sh
B =
o

Then these equations are valid:

AR (k]

. - e (§ )
o) A+r(Q-Au @)
If the cquations above are applied to curve for which
r (cf )E [7. (O ) (1 )] then forl the curve point distribution follows:
FEY=7F0)+ [FU )‘I FOMs(E)E =0,1,2,3,., 1
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The derived in the described manner initial grid quantities are
“smoothed” by solving the Laplace equations about 7
AL =0
Ap=0
which are previously transformed into curvulinear basis (Ref. [3]). The new
system equations looks like:
Bulze + 8ufyy — 28uly =0
2 2
8 = Xg+ Ve
En = x; + J’;
812 = XXy T Ve,
It is solved, after aproximation with finite defferences, by successive
overrelaxation rmethod with corresponding coefficient @ = 1.8 .

Resulis.

An “(Q” - type elliptic grid has been generated with 200 points along
tangent and 100 points along normal directions of Eppler 387 wing scction. .
Thus the physical domain around the foil has been discretized with 20000
cells (fig. 2).

With the developed numerical algorithm serial calculations has been
implemented with various Reynelds numbers and angles of attack. The
results, verified with experimental data (published in Ref. {5]), are shown
below. There are not a good coincidence with the experiment at the
Reynolds numbers Re~60000. The reason of this is inability of the
algorithm to predict transient flows.

Re=60000

Cy

[P Experim ental data
| Mum erical data

-5 0 5 10 15
Angle of attack, deg
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Re=100000

Lo &xpériman{élE;a |
———————Mumarical data |

Cy

e - - - - - Exp.a(i_mnnluld.‘ll.‘l
Numericzldstla

Cy

-5 4] 5 10 15

Conclusion.

A finite volume method has been used to solve partial differential
equations of Euler, describing a motion of an ideal gas in two-dimensional
space. A steady-state solution has been achieved using a 4% order Runge -
Kutta scheme. The numerical oscillations of solution were suppressed by
augmenting artificial viscosity. The boundary conditions were derived using
method of characteristics. An elliptic grid has been generated while solving
a system of Laplace equations. The ability of the algorithm has been
demonstrated to simulate a subsonic flow over a wing section.
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INPUJIOXKEHHUE HA METO/IA HA KPAHHUTE OBEMH U
CXEMA PYHTE - KYTA 3A AEPOJUHAMMYEH AHAJIN3 HA
OBTUYAHETO HA KPHJIEH [IPO®II

Konemanmun Memoduee
Pezome

B paGorata e wm3momssam MeToma mHa KpailHuTe obemu 3a
AMCKpeTH3alina Ha ypaBHeHuara Ha Ofiep, ONHCBAINH ABMKCHHUETO Ha
MACANCH 143 BBPXY CIPYKTYPH2 EIMITHYHA KOODHAMHATHA CHCTEMA.
Wsnomspara e chino cxema Pyure-Kyta or 4-tu pen sa mnocnemsaunio
HHTeIpupare no Bpeme. JloGasen ¢ HenHHeeH M3KYCTBEH BUCKOZHTET 3a 1a
C¢ IMOATHCHAT HEQUINYCCKH WHCICHW OCUWIALMK Ha PELEHHETO.
Onpegensmero na rpauuunure yenopus e 6asupaHo Ha MeTolg Ha
XApaKTEPHCTUKUTE. PesynTaTvre oT NpunoKeHHETO Ha alropuThMAa BBPXY
Ciydait Ha Jl03ByKOBO 0OOTMYAHE Ha JBYMEPHO TSNO ca CBEPEHU ¢
SKCHIEPUMEHTANIHN JaHHH.
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Abstract

In this project propose methodology for mathematic modelling and research
the internal navigation channel of helicopter on the basis of testing the helicopter, the
autopilot and pilot models

For the purpose of modelling the helicopter Mi — 8T has been
chosen, with a performance aggregate in the navigation channel — combined
hydro aggregate, type RA-60. While modelling the internal contour for
navigation it is necessary to create in advance sub models of the object of
navigation, the control system, thc pilot and external disturbance. The
asscmbly of the models in a contour should account for the real special
features of the construction and the restriction. In this particular case we
choose the following purpose of research: the reaction of the system
“helicopter — autopilot” under strong external disturbance and operation of
the performance aggregate RA-60 in regimes, which brings the steering-
machine up to its working capacity limit.

1. A model for helicopter

The starting parameters in modelling the dynamics of the object are:
common general features of the helicopter performance under disturbance
and ruling commands; data for maximum possible angular acceleration, as
well as the time for this acceleration’s reduction to zero, as a result of the
damping moment. The starting regime for the concrete modelling tasks is
the “hang on” regime. The maximum theoretical angular acceleration of the
helicopter, achieved through step-like pedal-fed commands from neutral
position to the end is &= 1.5 (1/s %y {51. Under the damping moment, in the
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process of motion, the angular acceleration of helicopter Mi-8 reduces til}
zero within 12 s [5]. The model of the helicopter’s motion within the tail

channel is shown in Fig.1.

Outport1
-24
: 45+1
in_1 Integrator Outpor

H om

Fig.1. A model of isolated motion of course

2. Model of the control system

The control system of the helicopter is a mechanic chain including
combined hydro accelerators connected in an irreversible scheme with a
mechanical entrance form the pilot and electrical entrance from the
autopilot. The aggregate of performance in the tail wind channel RA-60
features variable dynamics, depending on the strength of disturbance, which
the autopilot tries to neutralize in the process of stabilization (the
“peregonka” regime). This main feature is accounted for in & manner similar
to the one described in [8]. The transmission coefficients of the autopilot
have been chosen by data for autopilot AP-34B and have been broken down
along the chain in the “peregonka” regime.

3. Model of the pilot

To neutralize the disturbance in the tail wind channel of the
helicopter, we have to choose the simplest model of transmission function
for the pilot, which is typical for the elementary regime of stabilization
under conditions of disturbance: W,=Ke ™. The parameters arc adjusted by
taking into consideration the specifics of the helicopter — joint operation
with the autopilot in the “damping” regime. In Fig. 2, the model of the pilot
is shown. The transmission coefficient K=0.6 {mm/deg] is consistent with
the limit of the contour resistance (Klim=0.9) and the condition for
maximum possible speed of the pedals movement with the pilot’s reaction
under strong disturbance. The delay of 1= 0.3s is typical for most pilots.
Both quantities arc random, but in this particular case, the average
parameters are studied. Typical paramecters for the pedals and the chain
leading to aggregate RA-60 are added to the pilot’s model.
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Fig.2. A model of the pilot and the mechanic chain leading to aggregate
RA-60

4. Model of the disturbance

Bxcept for uncoordinated control, the most typical cases are those
under influence of side wind while in the “hang on” regime. All kinds of
disturbances produce angular acceleration, based on the moments’ balance
disturbance around axis OV. Such disturbances could be modulated through
deliberate changes in the step tail screw, whereas these changes are of
various natures corresponding to the external disturbance. With this model,
the background of the disturbance-caused route could be also modelled. The
side wind changes the velocity triangle and the stream-line conditions of the
tail propeller (changes in axis velocity).

5. Model of the “helicopter-autopilot-pilot” contour

The model of the “helicopter-autopilot-pilot* contour is shown in
Fig.3. Different navigation conditions are formulated through keys
“Key_AP”, “Key_Pst” (with the coefficients 0 and 1): from autopilot, pilot
in a combined regime — together with the autopilot. The “Switch” block
switches off the autopilot’s “stabilization” regime when the pilot is working
in combined regime.

The results — angular velocity and course angle are visualized in
block “R”. The used symbols have the following provisional meaning: —
Subsystem  “EMB”  (Embarrassment) - model of disturbance;
“Control_AP”- signals from the autopilot (V),”Control_P”- signals from the
pilot’s moedel {mm).
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Fig.3. A “helicopter-autopilot-pilot” model

This model has been studied under various disturbances and working
conditions of the contour. Figures 4, 4.1 and § present the modelling results,
which illustrate the work of the “helicopter - autopilot” system.
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Fig.4. Transitional process in neutralizing a quick damping side-wind surge
of the "pulse” type
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Fig. 4.1. Pace of the executive mechanism PA-60 under “pulse”
disturbance.
The steering machine is fluctuating around neutral position, reaching in the
beginning
(from 3s to 4s) the restriction of émm and providing conditions for the
“peregonka’ regime.
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Fig.5. Pace of the exccutive mechanism PA-60 under constant disturbance —
right-hand side wind of 15 m/s. The “peregonka” regime — 6s, 16s, 27s.

6. Conclusions
Considering the modelling results, conclusions for the operation and
repair practice could be made as follows:

. The specific “peregonka” regime of aggregate RA-60 is reasonable
if implemented for a short time (up to 1.2 s) in the beginning to
neutralize the disturbance of constant side wind or strong, but short-
lasting surges {“pulses™);
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The “peregonka” regime resembles the initial stage of the pilot work when

neutralizing disturbance and imitates the reflector type of navigation
disturbance ~ with maximum speed of movement of the aggregate of
performance;

In “peregonka”, long-term stabilization of the process is impossible;
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In repair and diagnostic operations, special attention should be paid
to adjustment of the assembly, switching on and off the “peregonka”
regime; early switching on in the presence of side wind (before the
steering machine reaches its constructive limit pace) could result in
strong fluctuations of the helicopter the “hang on” regime;

The insensitivity area of the steering machine of aggregate RA-60
affects unfavourably the contour’s stability under strong external
disturbance.

The potential unfavorable consequences of the “peregonka” regime
under strong disturbance have resulted in jts elimination in next-
generation combined aggregates.
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Abstract:

An tmportant part of the general problem of building up an efficient and reliable
control systems is the problem for identification of their dynamic characteristics. The
current Information about the dynamic status of a Junctioning system provides for
organization of optimum conirol adapting to the changing external conditions, on the one
hand, and for waking timely and proper decisions in case of failure of subsystems, on the
cther hand.

in the paper, the structure of an adaptive, multiple-connection antomated control
system with dynamic characteristics identification is proposed, using a combined control
principle: adaptive control with relatively stow parameter change, as a result of parameter
interference and change of the system’s control part structure with leap parameter change,
as a result of futlures in the individual subsystems.

The modern ACSs are very sophisticated, due to the great variety of
problems solved by them. The availability of a great quantity of functionally
nccessary clements and the relations between them in the system put to the
fore the problem for enduring their failure resistance. A system’s reliability
Is its property to preserve with time within certain fixed limits the value of
its parameters, characterizing its ability to perform the required functions,
Le., 0 preserve its cfficiency status in preset modes and application
conditions.

Efficiency status is the status of an object, where all paramelers,
characterizing its ability to perform the prescribed functions comply with
the requirements of the normative and technical or design documentation.
Reliability is a combination of the following properties: failure-free
operation, longevity, maintainability and possibility for preservation.
Failure-free operation is the system’s proporty to continuously prescrve its
efficiency status within a fixed period of time. The three remaining aspects
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of reliability characterize only the technical properties of the system and the
extent to which they depend on the specificity of the ACS” operation. This
is the reason why further we shall consider reliability only in the sensc of
failure-free operation.

There are two main ways to ensure system reliability. The first one
suggests preservation of the efficiency status of all ACS elements, ie.,
synthesis of a reliable system of reliable elements. This suggests higher
requirements for the elements’ reliability, which results in drastic increasc
of the system’s cost. That is why, such an approach is expedient only within
certain limits.

With the sccond approach, the system status with failure is regarded
as one of the multitude of its possible statuscs; in this status, the ACS’
reliability is ensured by means of definite system structure building up. In
this way, synthesis of a reliable system of non-reliable elements is
accomplished.

An important part of the general problem of building up an efficient
and reliable control systems is the problem for identification of their
dynamic characteristics. The current information about the dynamic status
of a functioning system provides for organization of optimum conirel
adapting to the changing cxternal conditions, on the one hand, and for
taking timely and proper decisions in case of failure of subsystems, on the
other hand.

In the paper, the structure of an adaptive, multiple-connection
automated control system with dynamic characteristics identification is
proposed, using a combined control principle: adaptive control with
relatively slow parameter change, as a result of parameter interference and
change of the system’s control part structure with leap parameter change, as
a resuit of failures in the individual subsystems. :

The structure of such an ACS, from an organizational point of view,
has a two level hierarchy. The lower level comprises the system control
part, the top one comprises a coordinator, changing the control part of the
systern at times of failures while readjusting its parameters in the presence
of parameter interference on the controlled object. The failure diagnostics,
accomplished by the coordinator, provides for the fitting of additional
elements or subsystems in the ACS’ control part circuil, or to form a new
structure, by means of switching to trouble-free systems.

The building of such ACSs calls to determine the identification
methods, providing the possibility for carrying out a reliable and timely
diagnostics of possible faults in the system’s operation, alongside with the
assessment of the current status of the operating system. It is obvious, that
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these methods shall have certain properties, such as: high speed, noise
resistance, high sensitivity, adequacy for high-order complex systems,
potential to detect the most typical faults, relatively simple algorithm. All
these features determine the dizgnostics reliability.

These fcatures are manifested best by the active statistic methods for
dynamic characteristics’ identification, using pseudo-random test signals
with determined parameters and limited intensity, which do not disturb the
normal operation mode of the examined system. The passive identification
methods are characterized by relatively low speed and low accuracy [1].

For the purpose of simplifying the computing procedures and
accelerating operation speed, it is expedient to use recursive algorithms for
indirect evaluation of the dynamic characteristics — the decomposition
coefficients of the time characteristics in a generalized Fourier series,
according to the system of orthogonal functions. Moreover, these algorithms
are independent of the series of the cxamined system:

Let k = (ky, K, ..., kpy) are the parameters of the controlled object
(CO), ¢ = (C1y €29 oy €), B < M, are the readjustable paramcters of the
controller (C), compensating the change of n most substantial parameters of
the controlled object; A = {ay, a,, «s 8y} — the identified parameters of the
closed control system, for example, the decomposition coefficients of the
pulsc transition function in series, according to the system of orthogonal
functions. Where needed, the vector space of parameters A could be
extended to a dimension n + m in accordance with the vector space
dimension of the closed control system parameters. And the vector A
components are selected according to the criterion for maximum sensitivity
to the change of the corresponding parameters of the closed ACS.

The following assumptions are made, regarding the proposed model
for the closed ACS:

1. The identified parameters of the model are constant and even:

ar(ke, cp)=ap ,i=1,2,..n,
where:

Ky = (K10, K20, ey Kimg) €0 = (€10, €20y +rey Cu)

2. For an arbitrary population of changing parameters k(t) there
exists such a population of readjustable parameters ¢(t), so that at the end of
the adjustment cycle the following is valid:

air (K ,0) = ajg,

where r is a discrete time interval, corresponding to the end of the
consecutive adjustment cycle,
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On the so made proposals for the model, the readjustable parameters
of the controller, compensating the changes of the controlled object, as
grounded in {1], are determined using the equations:

AAc=By1 Ace,
where:

A Ar= (Aa1r, Aazr, . Aam-) , Aaj = Aay - Aay

Acy is the vector, determining the controller parameter changes of the
series nx1;

B..; = bij is & matrix with dimensions n x n, by = (da; / (9¢;),.1. The
B matrix paramcters are function of k.1, ¢r.1 and are calculated at the end
of the transition (r - 1) self-adjustment cycle. The controller’s readjustable
parameters are determined by the ratio:

Cr =€ + Agy

In this way, the status of the control system is defined by the vector
of the identified parameters, which changes continuously in the presence of
parameter interference, and can also undergo a leap change, as a result of
possible failures in the individual subsystems. In this case, the task for the
system’s classification can be formulated in terms of the theory of pattern
recognition: the presented population of identificd parameters shall be
rclated to one of the earlier establishcd diagnoses (statuses) The status
population of the diagnosticated R is broken down to a series of sub-
populations Q;, Q¢ — a population of statuses, corresponding to a faulty
system. Q1 , I = 1, 2, ..., N - a population of statuses, corresponding to a
faulty system, whose fault is caused by the failure of the i subsystem. The
diagnostics is performed dependent on the distance of the current vector A
to the vectors of the corresponding populations Age, Agr or on the distance
to the references Ago*, Agr*, whose coordinates are equal to the mean value
of the coordinates, included in the specific population, With such an
approach, all control solutions for one type of failure or other shall be
provided in advance. The design stage of the discussed system class is
finalized with training of the coordinator. The issues of the selection of the
most infermative parameters and their order are specified, as well as the
issues of coding the vector components of the identified parameters for the
purpose of forming a solving logic [unction (SLF).

The two tasks — self-adjustment and control of the system’s status,
carried out by the coordinator, can be solved within the frame of a single
specialized digital computing equipment (SDCE). Its operation algorithm
contains the following sequence of operations:

109



- Periodic measurement of the components of vector A of the identified
parameters A;
- Classification of the system’s statuses (formation of the SLF);
- On available faili, a vector of the controlling actions U is formed with
combined binary components {1,2), switching the control part of the ACS.
The discussed approach is most efficient in constructing digital
{microprocessor) ACS with high reliability and operation guality
requirements. The digital controller has hardware excess, which means that
it has to provide for change of the control system structure at the expensc of
the connections between the input devices, processors, storagc components,
and output devices. The coordinator and the control part are organized as a
multiprocessor control set,
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AJITOPUTHM 3A OCUT'YPSIBAHE HA OTKA3OYCTOHMYHUBOCT

Anmonuo Andonos, 3os Xybenvea*
BTY"T. Kabrewiroe”, kamedpa “COT
*HKH - BAH

Pezrome

Baxro macro B obmus npobneM 3a noctposBalc Ha CHEeKTUBHH U
HaJI@XKHA CHCTEMK 3a yIpaBlIelre 3aeMa NpobIICMbT 32 WaeHTHGHUKATHS HA
AMHBMUYNWTE ¥M  XapakTepucTHKH. [losnasanero Ha  TeKylara
undopMalus 32 AUHAMAYHOTO CHCTOAHNC HAa QYHKIHOHMPAIATA CHCTEMa
NO3BOJIABA, OT €H4 CIpaHa Ja c& OPTaHHU3MPA ONTHMAJHO YIIPaBIeHME ¢
ajanTauusd KbM U3MCEHSLIHTE €& BLHUIHE YCHIOBUS, a OT JPYra - Ma cc
B3EMAT CBOCBPEMEHNH M NPABERHK PelIeHHUs 1IPY BB3HMKBAHE HA OTKA3H B
OTHACHHHU IIOACHCTCMH. B HacTosiata pabora ce mpemara CTpyKTypa Ha
ananTHBHA MHOTOCBBP3aHa CHCTEMA 3a ABTOMATHYHO YIpaBleHue ¢
WACHTUUKAUMA HA  JAHAMWYHHTC  XapaKTCPMCTHKH, — W3MIOJI3BAIIA
KOMOHIIMpaH TIDUHLOMN HA YNpaBieldc: a/aANTHBHC YIIPABRAEHHE IIPH
OTHCCHUTENHO 0aBHO M3MEHCHME Ha NapaMeTpUTC BCHEACTBHE Ha
napaMeTPUHeCKy CMYLICHHUS ¥ H3MEHEIIUE Ha CTPYKTYPa Ha YIPaBIABailiaTa
HaciT Ha cHeremara NnpH CKOI(OOGP&BHO H3MCHCHKMC Ha IapaMeTpuTe
BCHAEACTBHE OTKA3H 11a OTASIHY NOJCUCTEMH.
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Abstract

The phenomenon of “quantized™ oscillation excitation is presented and discussed,
A class of kick-excited self-adaptive dynamical systems is formed and proposed. The class
is characterized by non-linear (inhomogeneous) external periodic excitation (as regards
the coordinates of excited systems) and is remarkable Jor its objective regularities:
“discrete” oscillation excitation in macro-dynamical systems having multiple branchy
attractors and strong self-adaptive stability.

1. Introduction

Our main objective here is to present a phenomenon of highly
general nature manifested in various dynamical systems. What is meant here
is the display of peculiar “quantization” by the paramcter of intensity of the
excited oscillations, i.e. given unchanging conditions, it is possible to excite
oscillations with a strictly defined discrete set of amplitudes; the rest of the
amplitudes being “forbidden”. The realization of oscillations with specific
amplitude from the “permitted” discrete set of amplitudes is determined by
the initial conditions. The occurrence of this unusual property is
predetermined by the new general initial conditions, i.e. the non-linear
action of the external excited force with respect to the coordinates of the
system subject to excitation.

It is well known that the Theory of Non-Lincar Oscillations
considers mostly the action of external periodic forces on oscillating
systems. Those forces are cither independent of the coordinates of the

* Research supported by the “Scientific Research” National Council at the Bulgarian
Ministry of Education and Science under Contract No,H3-1106/01
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system or linear with respect to the coordinates (the latter are in esscince the
classical parametric systems) (cf, for example [1]). The phenomenon under
review is characterized by other initial conditions, i.e. non-linearity of the
external action force as regards the coordinate of the system that is being
excited. The result is the occurrence of qualitatively new properties ({2, 3,
41).

A class of phenomena and systems with specific excitation can be
formed and proposed. It can be most gencrally termed a class of kick-
excited sclf-adaptive systems. Kick excitation is represented by a short
impact of the external periodic force compared to the basic oscillations
period. The self-adaptivity consists in the self-tuning of the system to the
cxternal kick excitation, which conditions the super-stability of the
osciliations,

We consider a class of systems with specific energy feeding. It is
constructed on the basis of non-linear cscillator under external force of
special kind:

2
d”x + 28@+ F{x)=¢e(x)I{vt)
(1) di? dt .

The external force is presented here as a product of two terms - onc
is periodic function of time t and the cther is a non-linear function of the
variable x. The function f{x) can be non-linear or, even, linear function;

& =const The form and the role of the function £(x) , which in fact can be
regarded as coordinate-dependent amplitude of the driving force, is
essential. In general, it can be constructed in an arbitrary complicated form.

In considering the case of non-linear oscillator under wave action
[3], the governing equation can be presented in the following form:

2

4 2x + 26-£—iﬁ+ f{x)=F sin(vt — kx)
(2) dt dt
F,v=const g un4 y is the wave number.
This case is remarkable for the fact that the non-linearity of the
external action (that is the external wave excitation) is present in a natural
way, without arranging any artificial conditions for accomplishment of
inhomogeneous excitation. In practice, such systems exist in the outer space
and other medium and, generally, thosc are charged particles moving in a
magnetic field under the action of electrostatic waves. The “oscillator-
wave” system features the same set of distinctive characteristics, such as the
possibility of excitation of stable osciliations with a strong determined set of
possible amplitudes, strong self-adaptive stability of stationary modes, etc.

¥

where
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2. Theoretical analysis of the kicked pendulum,
In this section, we present an approximate but simple derivation of a
two-dimensional map corresponding to the Poincaré map of kicked

pendulum
{I, ‘x} <d'
&{x)=

@y E+206+sinx=e(x)Fsin(v)., 0, |xf>da’

The fact that Poincaré’s map is defined in energy-phase variables
suggests that we should examine the energy balance of the system, The
external force acts in such a way that the system receives energy only onge
in a half-period in the form of a very short pulse; therefore, an expression
for the incoming energy can be easily obtained. In order to simplify our
calculations, we have to make two main assumptions concerning the system

parameters. We assume weak positive dissipation (0‘(’8 <<1) and thin

. . . oo " <<T :
active zone, i.e. the phase trajectory crosses it for a time £ zone , where T

is the oscillation half-period. The two map variables will correspond to the
total energy and the phase of the external force in the active zone’s center {x
={).

The energy received for one pass through the active zone is:

d
AE,;, = [Fsin(vr(x))dx
@ -

Introducing phase variable ¥ =V and assuming V to be the average
velocity in the active zone, one can obtain

()
¥ our ¥ o ” .

AE,, = J.Esm wdy = Lild Jsin wdy = 2—Qsin w,siné = 2Fd'31—n§-5in ¥,
¥ 5 v ¥, v é

Here, we have introduced median phase Vo= Win +¥ou )12 and phase
half-width of the active zone g‘f-——(wam W)/ 2=vd fV. Expression (5)

can be further sirplified by assuming small phase half-width Sin¢ = 9:; in
this case, we get:
(6) Alﬁm =2Fd'sin l;ffo.
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Now we have to determine the energy loss of (3) for thc time interval
between two passes through the active zone, it will be approximately equal
to the energy loss in the case of free damped pendulum, which is given by

D AE,, =16 [E(m) - (1 - m)K(m)] '
m=E, 12 gng Eo=X2H{-c0sx) o e funl energy of the
system, K(m) ang E(m) arc complete elliptic integrals of first and second
kind, accordingly. In case of small amplitudes, (7) can be simplified using

the expansions:

K(m):%[l+§+6%m2 +]

E(m):f[l—f~im2 +]
® AR

and keeping only terms of order up to m, one obtains:
©) AE,,, =48K(m)E, = BT (m)E,
Here, | (™)

of 1ts energy.
Let us now define the map variables precisely. The energy variable

ism=EoJ"‘2

Here,

is the period of pendulum oscillations expressed as a function

, and the phase one is the median phase defined in (5): b= Vo,

In addition, we assume that "*» does not stand for the moment of the nth
pass through the center of the active zone, but for the moment of the

th
(n—~1) leaving the zone; thesc moments are shown in Fig.1. We used such
a complicated notation because it simplifies the equation for the phase
variable’s evolution. It becomes simply:

8

ntl

-0, +£+ﬂ?=9n +2vK(m,, ) +7  (mod 27)
(10) 2

The additional term ¥ 7 is introduced because of the symmetry of (3): it is
invariant under transformation oHL¥)>(x—ay+ ”), and the
subsequent passes through the active zone occur for velocities with opposite
signs {(cf. Fig.1). The balance of m is written as:

E; E E
My =m, +A—5 A" =3 4 Fd'sing, —A—2%
(11) 2 2 2
Here, we can use either the exact expression for energy dissipation (7) or the
small amplitudes’ approximation (9). In the first case, combining the
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equations for encrgy and phase variables, we obtain the two-dimensional
map:

My =m, —8B[E(m, )~ (1-m, MK (m, )1+ Fd'sin 0,
(12) oy =0, +2vK{m ., )+7 (mod 27)

In the case of small amplitudes approximation, expressing ) only with

terms of order up to m and assuming m and B are both small, the following
approximate map is obtained:
Moy =m, (1=-278)+ Fd'sing,

8;1+1 = 0” +(v+ 17+ % Mo {mod 27)

(13)
Let ug find the fixed points {mo"g ) of the map (12). The equation

for m yields:

(14) Fd'sin@° =8B{E(m®)— (1 -m°)YK(m°)]

and from equation for & it follows that:

(15) 2vK(m®y=(2{ - )7

The last result shows that for a fixed value of the frequency v the system

4]
0 o i : 3
processes discrete set of stationary states " for various values ol |; the

condition K(m)27/2 requires (2= D2V Moregver, Eq.(15) completely
determines the cnergy’s stationary values, hence the amplitude of
oscillation. Taking into account only the first two terms in the cxpansion of

K(m) according to (8), one can find approximately:

. m;) = 4|i_2._€_:_1 — l:{
(16) . !

That is the reason for which we call {15) a discretization condition
for the system.
Writing the energy balance equation and combining it with the phase
equation we arrive at a map identical with the dissipative twist map:
E.,n=0-8E, +d1{8,)

Oy =8, +2m0(E, ;) (mod 27)

(17
with the following notations introduced:
E
£=yFd", a(E)}= vz(—l+ &
(18) 4z 2
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So, it becomes clear that dissipative twist map (17) models well the general
kick-system (1) with symmetric potential, small dissipation and thin active
zone.

This is a very important result. It places the class of kick-excited
systems in correspondence to the well-studied class of dissipative twist
maps. It also highlights the fact that kick-systems inherit their common
features from twist maps. So, we can assert that it is convenient to consider
system (17} as a general kick-model, which stands for a variety of physical
systems and especially for those forced in a pulse way, i.e. the external force
acts only through short time pulses.

3. Conclusion

The basis properties characterizing the mechanism of “quantized”
osciflation excitation are:

(1) Excitation of oscillations of the quasi-cigenfrequency of the
system with a set of discrete stationary amplitudes, depending only on the
initial conditions, i.e. a specific “quantization” of the excited oscillation by
the parameter of intensity.

(2) The possibility for effective division of the frequency with high-
rate frequency of the unary transformation.

(3) Adaptive self-control of the energy contribution in the oscillating
process, revcaled as maintenance of the amplitude values and the
oscillations frequency in the system in case of significant change of the
amplitude of external action, the quality factor {Q-factor, load, losses) and
other actions, i.e. this is a phenomenon of strong adaptive stabilization of
regimes when the parameter changes up to hundreds percent.
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EAWH KJIAC AUHAMUYHHA CHCTEMM C
HEJIMHEWHO Bb3BYKJTAHE +)

B. [lameos, I1. Tpenuea

Pesrome

B cratusta e onucaHc ¥ ¥3C/IEABAHO € ABICHHUETO “KBAUTOBANA
ocuunanua.  IIpeyuoken e ¢w3fafeH  Knac 0T KUK-BL3Oyaumut
CaMOaaNTUBHU JHHAMHYHM CUCTEMH, KOHTC C& XapaKTepusupa <
HeIMICHHO (HeXOMOTCHHO) BBHINHO [IEPHOJMYHO BB3OYxaane (fo
OTHOUIEHME Ha KOOP/IMHATHTE 114 BbL3OYIMMHTE CHCTCMM) M CC OTJIMYaBa ¢
OBEKTUBHUTE CH 3aKOHOMEPHOCTH: BB30Yx/1aHe Ha *‘muKperna” OCIlnaIys
B MaKpPOJNUHAMMYHH CUCTEMHM ¢ MIOKECTBC KJIOHOBH ATDAKTOPH M CHITHE
CaMOoananTUBHa ¥CTOMHUBOCT.

) Research supported by the “Scientific Rescarch™ National Council at the Bulgarian
Ministry of Education and Science under Contract No.13-1106/01
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SYNCHRONIZATION IN RADIO COMMUNICATION
SPREAD SPECTRUM SYSTEMS

Antonio Andonov , lka Stefanova, Kancho Kanchev

Higher School of Transport "T. Kableshkov,

Abstract:

Movable radio-communication systems are known 10 cause uncertain delay of the
received signals as a result of the changing distance between the movable objects. In the
promising wide-band systems with leap changing bearing frequency shall establish and
maintain synchronization through a combination of autonomous synchronization made
possible by the introduction of compact high-stabilit y frequency references, and forecasting
methods for the distance between the transmiiter and the receiver using auxiliary devices
such as dedicated calculating units, which will pravide 1o obtain sufficiently accurate daia
to compensate for the delay. In view of this setiing, here, an algorithn is suggested for
autonomous synchronization with forecast of random delay fluctuations.

The problem of communication system synchronization lies in the
time combination of periodic processcs, describing the operation of the
transmitter and the receiver. Even the precise knowledge of the transmitter’s
starting operation time and the perfect stabilization of the time standard arc
no complete solution of the synchronization problem. This is especially
valid for mobile radio communication, where the change in the distance
between the mobile objects generates indefiniteness in the delay of the
received signals. Neverthcless, some authors {1,2] consider that in the
future, broad band systems with discontinuous variation of the carrier
frequency will use a combination of the method of autonomous
synchronization in connection with the creation of compact highly stable
frequency standards and methods of prognosticaling the distance between
the transmitter and the receiver by additional means, including special
computing facilities and providing the possibility to obtain sufficiently
precise information for the purpose of compensating the delay. With a view
to this formulation, one of the objectives of this papcr is to propose an
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algorithm for autonomous synchronization with prognostication of random
delay fluctuations.

The most universal approach to the problem of the synthesis of
optimal receiving algorithms is based on Markov’s nonlincar filiration
theory. To compensate the delay T (t) in the signal propagation medium s(t),
the signal should be emitted ahead of time, 1.e. it should b€ of the kind:

S«{t) = s[t+x{t)].

When available delay T (t), the useful signal at the receiver’s input is
described by the expression:

(D) Slt-T (O] = S{t-T (+x[t-T (O]}

The problem, whose solution is the subject of this paper, is to
determine the value of x(t), at which maximum root-mean-squarc of the
displacement €(t) is obtained at the time of rccciving the signal at the
receiver’s input with avaitable random delay T (1), or

2y ey =T {{)-x[t-T (1.

To determine x(t) the total current information about the random
delay can be used, which is contained in the realized w(t) during the time
interval [0t] at the receiver’s input. This oscillation is a mixture of useful
signal and noise:

(3} w(t) = St (D]+n{D).

The signal emitted by the transmitter at random time tg enters the
receiver’s input through a random delay channel at time t), so that the
obvious equation:

4y Toe=ti-T().
is satisfied.

The described problem could be reduced to determination of the
advance x(t), providing minimum root-mean-square of the displacement
e(ty) of the signal, received at time t;, based on the observation of the
realization w(t) by the time of the signal’s emission wy = {w(t), O<t<tg]..

As well known, the optimmum root-mean-square estimate coincides
with the arbitrary mathematical expectation:

(5) Xy =M{z Wl wo} = [7:Py(d to) dt;

Pu(tlte) = P{t (1) wo).
To avoid considering the process at random times, it is reasonable to
introduce the following process:

6} Tilto) =7 (L)
From (4} it follows that
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(Mt =1t +T ()] =7 [to + s (to)].

In this case with respect to the probability density Pi(z| 1) it could be
said that it is the current presumptive density of the process’s probabilitics T
i{t;

Prielt) =Pl wl wo} = P(ta(to)l wo}.

The physical meaning of © ((t) is the delay of the signal emitted at
time ty..

From (7) can be derived an equation, determining the relation
between Pi(t ,t) and P{z,l t) = P(e(t+D) wg), or the a posteriori probability
density of the random delay at the fixed time (t+1). If I is regarded as a
random value with probability density P(), and t (t+1) as a function of this
value, than based on (6), the following is valid:

8) P{T\(0) =] wa) = mjp{r(r +1) =1] wyP(Ddl

From (7} it follows that 1=7,(t), or:

P =Pin) =1 lw} =Pl )

In this way, a homogeneous Fredholm integral equation of the
second type can be defined, providing the possibility to determine Py(t| 1) at
assigned probability density P{z,{ 1),

9  Pizlo= j P(1; 1

Lquation (9) relates the probability characteristics of the (1)
process to the characteristics of the <(t) process. The algorithm of
calculating P(t; 1|1} follows from the results of the optimum noniinear
filtration theory. The random delay can assume non negative values, or
7, (1)>0, Pi(t] )=0 for 7<0. That is why in (9}, only P(z; | | £) for 10 or only
the extrapolated probability density is used. In practice, it can always be
assumed that T {t) is a Markov process component A{t) = {t (t},B(1)}, T ()
being scparated explicitly.

If S(t) is a synchrosignal, emitted by the monitoring station and the
delay is thc only random parameter of the S,(t) signal, then the assignment
of 7 defincs completely the signal:

Sxlt-T (O = S{t-7 (D+x[t-T (O]}

The reatization of wy'™™ “ in formula (1) is known, determined by
previous observations.

S0, the determination of thc a posteriori probability density of the
probabilities P(t; | ‘t), based cn the observation wY, is a problem of the

P (] od.
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Markov theory for an optimum linear filtration, that can be solved. The
probability density can be determined by the equation :

(10) w =L{ P(z; 1| 1)},

where L{.} is the presumptive operator of Focker — Plank - Kolmogorov
121

The initial condition in this equation is determined by the expression:

P, v=.0 | t)=PA),

wherc P(LA) . P{A(t) | w's} is the current a posteriori probability density

of the A(t) process at the observation y*y, determined by the equation for the

filtration cquaticn of Stratenovich [2]. In this case it is of the following
kind:

(i1}
where

) = —;7 {w(l) 8x(t-T) - 2 ST} 5 Ful(t) = J. Fi{t,T) P{t,A)dA

AP(T,A)

w L{P(LA)} + [Pt D) - B O] PG,

For the purpose of simplifying equations (10), (11) and forming the
extrapolated probability density P(t; 1]1) it is reasonable to apply the well
known method of the Gaus approximation.,
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CUHXPOHM3AUMNS B CHCTEMU C PA3ITPEAEJIEH CIIEKTHP

Anmonuo Andonoe, Hnxa Cmedpanosa, Kvnuo Kunyes
Bucwe mpancropmuo yuwnnye "T. Kabnewios",

Pesome

B cucremute wWa mojBmKHAaTa pamMOBpBIKZ BCIEACTBHE A
MpoMAHaTa Ha pasCTOsHMETO MEXAY NOABMXHATE OBGSKTH BBHIHUKEA
HEOUPEACICHOCT B 38KHCHEHHMETO HA  LPUEMaHWTe curHaiy, B
HEPCHEKTHBHATE IHPOKOICHTOBM CHCTEMH CLC CKOKOOOPasHO H3MEHEHHE
Ha HOCCIHaTa 9eCT0Ta, 32 YCTAHOBABAHE U HOMTBPKAHE HA CHHXPOHH3ALHUS
WE € BB3MOKHO M3IOJI3BAHC HA CHUCTAlIHE HA MCTONA 33 2BTOHOMHA
CHHXpOHU3allMsA BB BPB3KA C CB3/1ABAHETO Ha KOMUAKTHE BHCOKOCTAOHITHN
CTATONM Ha 4ECTOT2 M METOAM 3a [POTHO3MPAHE HA PA3TOSHUETO MENCY
pefiasaTens W MpUEMHHKA ¢ [OMONITA HA JONBIHHTENHM CpPEACTBa,
BKOIOYBAINY  CTICIMANHM3UPEAHN  M3YMCIHTENH)  YCTPOICTBE 1 maBaluu
BbIMONHOCT Ha €€ NONYYH JOCTATHYHO TOYHA MHOOPMALMA ¢ OrIeq
KOMIICHCHpane na 3axbCienuero. C Orey Ha TasM [OOCTAHOBKA B
HacTodmlata  pab0Ta ¢  OPCANOKEH  aITOPHTBM 33 ABTOHOMHA
CHHXDOHMIALMs ¢ TPOrHO3WpAilc Ha Ccloydadind  QuykTyaiud ua
3aKBCHEHHETO.
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ANTIFRICTION PROPERTIES OF SELF-LUBRICANT
COMPOSITE MATERIALS UNDER FRICTION
VACUUM CONDITIONS

Yulika Simeonova, Georgi Sotirov
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Abstract

Two self-lubricant copper-based composite materials, alloyed with Sn or Ni, P,
and containing Pb, were studied. The obtained experimental data revealed a small friction
coefficient in vacuum (for load of 2 and 10 N, and velocity of 0.2 and 1 wm/s} with both
marterials. The "Cu-P-Sn-Pb" system’s friction coefficient was 0,12 - 0,15, The "Cu-P-Ni-
Fb" system’s friction coefficient was 0,18 - 0,24. The measured wear values for friction in
vacuum were also small. For system one wear reached 4.1 06 mm3/Nm, and for system
two, 4.10°0 mm>/Nm. An interesting fact is that, by increasing the load 5 times (from 2 to
10N} at 0.2 m/s in vacuwmn the wear of system one became 6.10°6 mm3/Nm. For system two

this value was 5107 mm3/Nm. The obtained results proved the good antifriction
properties of these materials at dry friction in vacuum, resulting from the friction surface’s
enrichment with lead, Pb. Duving the friction process, Pb diffused from volume to surface
and acted as a solid lubricant.

Introduction

Space studies have shown the complex and non-traditional nature of
tribological processes in vacuum, where the medium is greatly rarefied,
lacking oxygen and humidity, convectional cooling, and traditional contact
lubrication. As a result, contact interactions are realised at elevated
temperature, increased plastic deformation, destruction of oxides, at strongly
increasing adhesive activity of the frictional surfaces, leading to intensive
wear [1]. Friction in vacuum usually takes place in dry conditions.

All these peculiarities necessitate the development of materials with
improved antilriction properties, since in space practice, failures of
tribological character are not quite rarc,
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Our experience in material rescarch and use in space has shown that
self-lubricant copper-based composite materials are suitable for space
application. One material of this type was used in the bearings of the space
apparatus which operated steadily in vacuum on the MIR Orbital Station for
5 years [1996 - 20017 [2,3].

Propertics and parameters of new materials

The object of the study are the properties and triboparameters of two
self-lubricant copper-based composite materials, alloyed with Sn or Ni, P,
and containing Pb in the form of globular formations.

The materials are as follows:

t. System "(Cu - P) - (Pb -Sn)", to be called provisionally "material 1" and
2. System "(Cu - P - Ni) - Pb", 1o be called provisionalily "material 2."

The main pecularity of this type of materials is the fact that the
functions of their structural components are strictly differentiated. Some of
the components play the role of the bearing part {the maltrix). These are the
copper alloys. The other components have antifrictional function as solid
lubricant (Pb, S, their alloys). An important factor providing for the choice
of these components was the interrelation between them in the material
structure,

Alloying with Ni and Sn improves the mechanical properties of the
alloys and forms a solid solution with Cu, increasing material stren gth.

Phosphorous increases the wear resistance of materials, forms a solid
phase Cu3P, which limits the formation of intensive plastic deformation at

contact and restricts the creation of seizure centres at dry friction vacuum
conditions. Pb actually does not interact with Cu, and plays the role of a
solid lubricant, decreasing wear and increasing the reliability of the tribo-
couple. Pb is present in the materials’ structure in the form of isolated
formations. :
A general technological principle in the creation of this type of
antifrictional materials is the formation of strongly heterogencous structure,
ensuring good antifrictional characteristics and parameters (small friction
coefficient and high wear resistance).

"Material 1* possesses complex heterogeneous structurc built by o-
solid solution of Sn in Cu with isolated formations of Pb. At the boundarics
of a-solid solution grains, a web of CusP is located with areas of complex

eutectics "CusP + CuzSn + (Cu + Sn), and isolated crystals probably of the
PbySn0y4 type.

126



The structure of "material 2" is built of a hard solution of Ni and P in
Cu with solid phase CusP, located on the grains in the form of a broken

web. Pb formations fill the gaps between the particles of the solid solution.

A high wear-resistance is inherent to these materials, because of the
favourable relation between strength and plasticity resulting from the
alloying of the bearing part (the matrix) with Ni or Sn, which increases the
loading capacity of the materials.

[rrespective of the distinct specifics of triboprocesses in vacuum and
especially duc to adhesion increasing at dry friction vacuum conditions, the
obtained experimental figures for the friction cocfficient in vacuum for both
materials were small. System's "Cu-P-Sn-Pb" friction coefficient was 0,12 -
0,15 and system's "Cu-P-Ni-Pb" friction coefficient was 0,18 - 0,24 (load 2
N and velocities 1 and 0,2 m/s). The measured wear values for friction in
vacuum were also small - for material 1, the wear reached 4.10°0 mm3/N.m,

and for material 2, 4.10-5 mm3/N.m. This result could be explained by the
cffect of self-lubrication. Our previous studies have shown that under dry
friction in vacuum this type of materials certainly demonstrate a self-
lubricant effect [3].

As a result of the increased temperature at contact, the plastic
deformation and the differences in the diffusion and linear extension
coeflicients of the material's components, diffusion of Pb towards the
friction surface is obsecrved.

Such diffusion is also accomplished with friction in air, but in this
case Pb on the surface is oxided, and with friction in vacuum Pb is metallic,
acting as solid lubricant. Experience shows that metal Pb features more
stable triboparameters than PbO. Mctal Pb kecps its own plasticity and the
formed thin layer is steady.

In Fig. 1, the dependence of the friction coefficient on distance at
dry [riction vacuum conditions is shown for material 1 (load 2 N and
velocity 0,2 ra/s).

With increase of load and velocity, friction power increases, contact
temperature rises, the diffusion process is activated and the surfacc is
enriched with Pb acting as lubricant, which decreases further the friction
cocfficient, as scen in Fig.2 with velocity Im/s. The casc with material 2 is
similar, where the value of the friction coefficient decreases with increase of
velocity from 0,25 to 0,18.

An interesting fact is that, by increasing the load 35 times {from 2 to

10 N) at velocity 0,2 m/s in vacuum the wear for material 1 was 6.10-6
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mm3/N.m. For material 2 this value was 5.10-5 mm3/N.m. This result
proved the good antifriction properties of the materials under dry friction in
vacuum. We assume that the load 10 N at 0,2 m/s is not limiting for both
materials. The shown (riboparameters are measured at rotation movement
with counterbody of stecl AISI52100 (100 Cr 6). The tribological study was
carried out by the AMTT - Seibersdorf, UHV-tribometer [4].

The structural-morphological peculiarities of the friction surface at
dry friction in vacuum are very specific. Wear by friction removes
irreversibly oxide stroctures and cleans the surface. This can be seen in the
micrograph of the surface at friction in vacuum for material 1 - ¥ig.3. This
is the beginning of the formation of Pb layer on the surface, where well-
outlined formation of Pb (1) is observed, assuming orientations along the
direction of movement.

The Pb layer formed on the surface at friction under vacuum for
material 2 is shown in Fig.4. The formation of a stable Pb layer depends on
the stractural-morphological configuration of the composite material, the
distribution of lead in the surface layer and the friction regime, which makes
the friction surface adaptable while in service. Therefore, the self-lubricant
compositc materials of this type are steady and reliable under dry friction
vacuum conditions, including space environment. Our efforts show that they
are suitable for space application as a material for bearings, working
continuously in dry friction regime in vacuum,

Conclusions
1. Lubricaticn effect has been established for two antifriction copper-based
composite materials under dry friction vacuum conditions for loads of 2 and
10N and velocities of 0,2 and 1 m/s.
2. The triboparameters friction coefficient and wear of these materials are
comparable to those of the material LB9 (Glacier BS 1400 LB4-6).
3. Because of their good triboparameters and great operation stability in
vacuum these materjals are of interest for space material science and
technologies. They are a promising material for space applications,
involving continuous dry friction in vacuum,
4. It is purposeful the research to be continued on these materials in order to
determine their ultimite potentials with regard to their loading with heavier
operation regimes in vacuum,

Upen complete assessment of thesec materials, they could be
proposecd for use in space equipment and devices.
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Captions:

Fig.1. Friction coefficient dependence of distance under dry vacuum friction (load
2N, velocity 0,2 m/s) material 1.

Fig.2. Friction coefficient dependence of distance under dry vacuum friction {(load
2N, velocity 1 m/s} material 1.

Fig.3. Micrograph of friction surface of material I at dry friction in vacuam (load
2N, velocity 0,2 m/s), {x 1000).

Fig.4. Micrograph of friction surface of material 2 at dry friction in vacuum (load
2N, velocity 1m/s}, (x 1000).
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Fig.3 Fig.4

AHTHOPUKLMOHHY CBOMCTRA A CAMOCMA3BAIIIM CE
KOMITIO3UTHHN MATEPHAJIA IIPU TPUEHE BBB BAKYYM

Onura Cumeonoea, 'eopau Comupos

Pesiome

Mizcacusanm ca /iBa CaMOCMA3BAUIM CC MATEPMANa A MCHIA OCHOBA,
ChAbPKALIM ONOBO, CIIABEHM ¢ xanall wnu Huken u Qocdop. IHonysemnre
CKCHCPUMEHTANI M NAHH TIOKA3aXA HUCLK KOSDULMEHT Ha TPUCHC BB BakyyM (3a
ronap 2 1 10 N, u ckopoer 0,2 n 1 m/s) u mpu fpara marepuaa. Kochuuueqrst
fa tpucne Ha cuctemara "Cu-P-So-Pb" e 0,12 - §,15. KoeduipientoT Ha Tpuene na
cucremara "Cu-P-Ni-Pb" ¢ 0,18 - 0,24, Mamepeuunte crofiioctd na d3Hocsade pH
TPHCHC BBB RAKYYM CBUIO Ca Manxu. VsHocsamcro B ubprata cuctema e 4.10°0
mm3;’;\‘m, a BLB Bropata cuerema - 4.1077 mm3/Nm, Hirrepee npcHcrapassa
darpt, 4e yRenuyaBaiky ToRapa 5 ieTH (07T 2 Ha 10N) 1pu 0,2 m/s B1B BakyyMm,
MZHOCBAHCTO Ha LikpBaTta cuctema crasa 6.10°0 mm3/Nm. 3a BTOpATA CHCTCMA
tazu croftnoct ¢ 5.10°% mm3/Nm. Honyucuure pesyntaran LOTBbDKAABAT
A0OpuTE AHTUGPUKUHOHIY CBOMCTBA HA TC3H MATEPHAIH OPH CYXO TPHUCHC BLE
Bakyys, NOJYUCHA B pE3ylTaT OT 0DOTaTABAHCTO Ha HPHKIMOHHATA HOBBPXHOCT C
onoso Pb. B nponeca na tpuenc Ph nbynaupa o1 ofema Kb HOBBPXHOCTTA M
JCHCTRA KATO TRBPA NYOPHKAHT.
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COMPARATIVE ANALYSIS OF PLANT GROWTH IN
TWO DIFFERENT SUBSTRATES DURING EARTH
EXPERIMENT
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Abstract

One-month, earth-based experiment with onions carried out in the prototype of
SVET-2 Space Greenhouse which has operated for 10 years on the MIR Orbital Station is
described in this puper. A new substrate (Ekelin) is used which is compared with the
substrate used before (Balkanin} on the biological indications of the grown plants. The
equal environmental parameters in the rool zone were maintained by automatic substrate
moisture control in both Vegetation Modules, Balkanin’s relatively low water-conductivity
is an essentiol disadvantage as a result of which twice fewer plants were grown; moreover,
they were shorter and with twice less biomass compared to that grown in Ekolin. For its
good water-conductivity Ekolin could be used in the future Space Greenhouses.

1. Introduction

Balkanin is Bulgarian invention and patent and was the first
substrate used in five space and many on-carth experiments carried cut in
the period 1985 - 1997. Becausc of its high relative weight and radioactive
background, low water-capacity and low water-conductivity, the American
scientists replaced Balkanin with Turface.

The aim of this experiment was to use new substrate — Ekolin and te
compare it to the used before Balkanin on the biological indications of the
grown plants. As the environmental parameters in the Growth Chamber are
the same for all plants we also tried to maintain cqual environmental
parameters in the two Vegetation Modules by automatically controlling the
substrate moisture.

Allium cepa — onion was chosen as a biclogical material in this
experiment because of its fast growth and rich vitamine content. The plant is
also a candidate for growth in the Biological Life Support Systems
providing food, water and air recovery for the future long-term space
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missions. Onion is also a suitable model plant for studding the impact of
different environmental stress factors. The plant is cspecially sensitive to
water stress and indication for this is the lowered ratc of transpiration,
photosynthesis and growth.

The basic biological indications that will be measured and will serve
for estimation in this experiment are: germination and plant height, row
biomass and root development.

2. Technical description of the experiment

SVET Space Greenhouse consists of Plant Growth Unit and Control
Unit. The Vegetation Vessel is divided into two Vegetation Modules (VM),
and 1s mounted on rails (like a drawer) in the Plant Growth Unit {1]. Each
VM has indcpendent, automatic moisture control maintained by moisture
sensor operating on thermodynamic principle [2].

Ekolin — the new substrate is ptaced in VM | and Balkanin — the
previously used substrate - in VM 2, The new substraic is developed by
NIPRORUDA and consists of natural clinoptilolite in composition with
cxpanded perlite and vermiculite, natural vermiculite, fertilized clinoptilolite
and water-soluble polymers, modified and activated by original Know How
technology of the firm. Its basic nutritional compounds are shown on Table
131

Balkanin is natural zeolitc enriched with nutrients on original
Bulgarian technology Table 2 [4].

T a b.1. Agrochemical characteristics of Ekolin for space greenhouse

EC POs | KO N-NH, | N-NO;
PH mS/em Water soluble forms Exirastion .w1t11 Be
solution
mg/100g
6.2 079 | 1850 | 722 | 3238 | 1575

132



T a b. 2. Nutrient content of substrate Balkanin

Micr
Ea ssimi /10 | oele
Total content % sy assimilable | mg/ ppm
forms Og ment
5
N (.20 NH, 72 B 20-40
- P0s 004 | P,0s 12 Cn | 15-20
K,0 2.39 K0 1440 Zn | 40-80 |
Na,O 0.58 Na,C 400
L Caly 3.65 Ca0 574
MgC 1.80 MeO 60

The two VMs were filled only with substrate, without the linen wicks
and the air-pipe system for artificial acration of the substrate as was in the
original construction. The position of the two sensors was different, tco.
They were situated 2,5 ¢cm off the bottom of each VM, and not 3 ¢m off the
covering lid. This position allowed us to control the moisture so as to avoid
gravitational flow out of water — a phenomenon typical for ground-based
experiments.

3. Experimental course

The experiment was started on 18 November 2002 and continued till
18 December 2002. 1t was worked out in another ground-based experiments
that 1t is better to repeat Program 2 - the program for initial substrate
moistening for twice better and more even water disiributicn in the volume
with small water doses. So, Program 2 was repeated twice with
approximately 13 ml water dose. Program 3 — the program maintaining
autoratic control of the environmental parameters during plant growth was
started on 22 November. Before that the biological material - the onions
were planted. Each VM has two beds and 9 onions were planted on each of
them or totally 18 onions for each substrate. Analyzing the received data
from the twice-repeated Program 2 we decided to sct the following initial
parameters for Program 3: moisture threshold - 45% and 37 ml water dose
for both VMs. Some of the environmental parameters monitored during the
experiment are shown on Figure 1. Although we sct equal initial parameters
one week later twice less water was input in Balkanin due to substrate’s bad
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water conductivity. This led to different conditions in the root zones.
Balkanin was twice drier than Ekolin. To equalize the conditions in the
root zones we raiscd the moisture threshold in Balkanin from 45% to 50 %
and kept the same water dose — 37 ml.

In the beginning of the experiment when plants have not germinated
yet nor grown up enough water consumption is less, being needed only to
compensate water loss during cvaporation. But the sitnation was different
with Ekolin - too much water was consumed without plants. Analyzing the
data from the received telemetric frames it was determined that the substrate
in VM1 was subject to more intensive evaporation than the substrate in
VM2. X-ray photograph was stick on beneath the VV to prevent electronics
from damage if some gravitational water flow out occurred. The X-ray
photograph gave negative impact on the equal water evaporation from both
VMs, but as it was impossible to remove it without interrupting the
experiment we decided to leave it. On the 21* day when all of the plants in
Ekolin and half of the plants in Balkanin germinated and twice more watcr
was input in VM1 at one and the same moisture threshold the evaporation
from both VMs equalized and remained still till the end of the experiment.
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B ———t————— — == — | 4» E 3
£ &
& = g3
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R B — S R S — - Hy&gd
=) =z .g. o
| 2 £5d
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; Rkl lb b | R
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T . ,
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| Ty
|I:I Water in VAL perday w:l-ll;l'ill Wi Z perday == —  AbwmprRiun: I
| —&— Subsimic empe st in Folin & Subsirate ternpeiutoes in Balkanin ——hdoisture threshold in Eelin
Moksiure thieshald in Balkaning  —e— Averoge dey moistuee in Feolin - —0-— Avemge day moisture in Balkanin
————Famp ralc in ¥hil — P 1 0 VIR —O—Plents in Ekalin
== Planis in Balkanin

Fig 1. Environmental parameters in VM1 and YM2 during the experiment
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The bad Balkanin water-conductivity allowed only half of the
plantcd plants to germinate although we raised the moisture threshold to
35% for several days and almost reached the point when gravitational flow
out of water was very possible fo occur.

The moisture thresholds set during the experiment were as follows:
in VM1 - 45% and 50% and in VM2 - 45%, 50%, 55% and 50%. These
thresholds werc maintained by different doses depending on pump
operational time.,

4. Results

From the very beginning of the experiment we measured some of the
plant biological parameters. The first indication obscrved was plant
germination. With two times less water in Balkanin due to its bad water-
conductivity two times Jess plants germinated. Four days after starting
Program 3, the first plant in Ekolin germinated, and two days later, the first
one in Balkanin germinated. 100 % germination was achieved on the 15
day of the cxperiment in Ekolin and 51% germination on the 21% day in
Balkanin. The plants in Balkanin werce smaller with softer leaves with less
biomass compared to those grown in Ekolin. The average plant height in
substrate Ekolin was 49.6 cm in the first row and 53.1 ¢cm in the second
row. Approximately 12 cm smaller were the plants in Balkanin - 37.4 cm in
the first row and 40.3 cm in the second row. The average plant weight in
Ekolin was 8.375g and almost twice less in Balkanin - 4,794g.

Observation of root growth was madc after the experiment had
finished. The upper layers in Balkanin were completely dry; it was wet near
the hydroaccumulators and below in the substrate’s volume. Approximately
2 cm of substrate from the covering lid were completely dry in Ekolin. The
whole volume below was evenly wetted. The plants grown in Ekolin were
with fine, more branched off roots, distributed like a net in the whole
volume of the substrate. The strongest roots were mainly near the
hydroaccumulators. The plants grown in Balkanin were with not so well
developed root system. The roots grew downward mainly near the
hydroaccumulators.

Both root systems sulfered from anoxia as the roots rcached the
wettest layers of the substrates at the bottom of the VMs, The roots grew
through the polyvinylchloride foam and outside the perforations in the VV
walls. Artilicial aeration of the subsirate is necessary on Earth as well to
prevent roots from anoxia.
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5. Conclusions

Moisture is vital for faster plant germination and normal plant
growth. Ekolin - the new substrate is with good water-conductivity and thus
ensures twice faster germination and better plant growth, Ekolin could be
used in the future Space Greenhouses after successfully passing the other
space-qualified tests.
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CPABHHATEJIEH AHAJIN3 HA PASBBUTHETO HA PACTEHH B
JABA PA3JIMYHH CYBCTPATA IIPH HAZE4MEH
EKCIIEPUMEHT

U HUnueea
Pezome

B cratusra e onucan ¢/JHOMCCEYSH HA3E€MCH eKCIIEPUMEHT ¢ KPOMHL
NyK, TpOBEACH ¢ IPOTOTHNA HAa KocMmuueckaTa opamkepus “CBET”,
pabotuna ycnemo 10 roguin na OpSuransa cranius “MUP”. Wanonssan
€ HoB cyOCTpaT (eKONuH), KOHTO € cpaBHeH ¢ GHOMOTMIecKUTE NIoKa3aTellu
HA U3MON3BaHUA N0-pano cyberpar (bamxanun). IlocTOIHHHMTE IOKA3aTENH
B 00J1acTTa Ha KOpPEHA 32 ABaTa BEreTalIHOHHH MOAYJa 6SXa NOMIBPKAHK C
4BTOMATHYEH  KOHTPON  Ha  Bnarata. CpaBHUTENHO  IO-HUCKATA
BONOMPOBOAMMOCT Ha OaJKaHMH € OCHOBEH HENOCTAaTHK, B DPE3YITaT Ha
KOHTO ©fAXa OTIVIeJaHn JABOWHO I[IO-MAJIKC pACTeHUS, OCBEH TOB4,
pacTCHUATa OsXa MO-HUCKW K ¢ ABOMHO No-Masika OMomaca OT MacaTta,
NOJy4€eHa NPY U3IMON3BaHCTO H& eKoiMH. J[obpaTa BOOONPOBOAUMOCT Ha
eKONMH TO MpaBM OCODEHO NOAXOAALl 3a U3NOJI3BaHe R OBbAcIH
KOCMUYECKH OPAHKEPHHU.
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ASSESSMENT OF FOREST ECOSYSTEMS AND
ADJACENT AREAS STATUS FOR
ECOLOGICAL AGRICULTURE
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Abstract:

The impact of forest change is a dynamic process in time and space. Research of
the ecosystem's strength and balance is associated with identification of the destructive
Jactors and the growth direction of the influence. The main objective of the proposed study
includes assessment of the destructive factors affecting areas with different land cover in
regions with similar climatic conditions. The vesults of the study include application of the
NDVT for vitality evaluation of forest and quantity of green biomass and supervised
classification for areas with minimum forest biomass on the base of the obtained NDVI
values. For more detailed definition of forest status it is necessary to synthesize a model for
correlation between different vegetation indexes and destructive factors influence as
parameters in such a model.

1. Introduction

Environment has very delicate equilibrium, which is directly
dependent on climate changes, natural disasters, and human influence.
Research of the ecosystem’s strength and balance is associated with
identification of the destructive factors and the growth direction of the
influence. Modemn problem development covers eco-monitoring,
specification of trends, and determination of rehabilitation criteria on the
basis of salellite technologies. The main objective of remote sensing is to
obtain information from received images for the quality of earth objects and
the atmosphere with their spatial interaction. It is well known that aerospace
metheds for remote sensing of the Earth in various spectral ranges are the
most efficient ones for expeditious monitoring of geo-ecological conditions.
The present level of remote sensing facilities enables acquisition of high-
precision data about land parameters with sufficiently high spatial resolution
and periodical updating of information. [1}
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Corresponding to the project preparation for ecological agriculture
and the needs for forest change assessment in the adjaccnt areas the
following tasks were fixed:

o Assessment of the state of natural forest ecosystems and
identification of the destructive factors influencing the forest fund,

0 Revealing the developmental trends and direction of identified
influences;

The objective of the study includes assessment of the destructive
factors affecting arcas with different land cover in the region with similar
climatic conditions.

2. Selection of test polygons

In accomplishing the task for eco-agriculture development in the
region southward of Plovdiv it is very important to cvaluate the state of the
environment in the boundary area surrounding the selected test sites. It
features natural forest ecosystems with prevailing coniferous trees, moderatc
continental climate, and uniform rain distribution. .

The test polygons and field measurement sites were identified using
a Landsat 5 TM satellitc image from August 1992. Visual interpretation and
comparative evaluation vs. a topographic map was used to fix a couple of
test polygons near the arable areas of the Plovdiv field. [2] The regions were
digitized and put in geographical tables using GIS software - ArcView. The
database will be expanded with additional information from field
measurements about forest cover, soil, and pollution types.

olyons
Legend

& Control points {or forest
ecosysiem asscssment
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Tab.1 Area of the fixed polygons

Shape D Land Area/dca
cover
Polygon 1 Forest 30092.148
Polygon 2 Forest 5163.340
Polygon 3 Forest 28832.468
Polygon 4 Forest 4319.524
Polygon 5 Forest 7526470
Polygon 6 Forest 43161.169
Polygon 7 Forest 29620.794
Polygon 8 Forest 2948.970
3. Results

Analysis of vegetation and detection of changes in vegetation
patterns are keys to natural resource assessment and monitoring. The
detection and quantitative assessment of green vegetation is one of the
major applications of remote scnsing for decision-making. For these
purposes ate used vegetation indexes based on the reflection of vegetation in
the visible and infrared range of the electromagnetic spectrum, temperature
changes, and ratio in water content.

For evaluation of forest vitality and green biomass quantity, the
NDVI is used. Based on the cbtained values, a supervised classification is
made for arcas with minimum forest biomass. These classes outline the
ground measurement sites where the destructive factor will be evaluated,
providing for the deviation from normal biomass distribution.

4. Conclusion

The large area of the studied territory and thc approximate
homogeneity of the forest cover suggest the use of remote sensing methods
for environmental monitoring. The recorded normalized difference
vegetation index valucs and the classification made, reveal forest biomass
distribution. For more detailed definition of forest status it is necessary to
synthesize a modcl for correlation between different vegetation indexes and
destructive factors’ influence as parameters in such a model. The model
construction requires complex application of vegetation indexes and high
resolution data. [3]
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Fig.3 Classification on the NDVI valucs
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OLEHKA HA ChCTOAHUETO HA T'OPCKU EKOCUCTEMH H
[MPRJIEKAHIATE TEPUTOPUHN 3A PASBBUTHE
HA EKO3EMENEJHE

A.Jlasnosa
Hucmumym 3a Kocmuuecku uscnedsaius — bAH

Pezome

BrnusuneTo Ha TOpPCKHTE 1IPOMEHM € [AMHAMHUYEH 1IPOLCC BBB
BPEMETO W IPOCTpaHCcTBOTO. MacneaBaneTo Ha n3ipbAIMBOCTTa U GanaHca
B CKOCHCTEMHTE € CBBP3aHO ¢ ONpelelliHe Ha AeCTPYKTHBHUTE GaKkTOpH U
TIOCOKaTa HAa DPa3BUTHE Ha OKa3aHOTC Bb3aedcreue. OCHOBHATA Uen Ha
npegnaranata paspaborka € cBBp3aHa ¢ OLEeHKa Ha JACCTPYKTHBHHTE
haxTopH, OKa3Balu BIHAHHE BEPXY O0NACTH ¢ Pa3JIMYHO 3€MHO TICKPUTHE
B paHOHHU ¢ Nog00HY KIMMATHIHM YCI0BHS. Pe3yITaTuTe 0T U3CIEABAHETO
BKJIIOUBAT lipyarane Ha NDVI 3a clicHka Ha WM3HEHOCTTA Ha ropuTe M
KOMHYECTBOTO Ha 3enenara OMomaca ¥ Habmopasanara kinacuburanys 3a
obnacTH ¢ MHHHMMajHa Tropcka Ouomaca Ha $aszaTa Ha IOIYYCHUTE
crokinoctr 33 NDVI. 3a 10-nonpolHO olpenensne Ha IOPCKHsl CTaTyc e
HEODXOAUMO 18 €& CHHTC3MPa MOAEN 3& KOPCHALMATA MEXK/Y PasindHUTC
BETCTAIMOHEM MHJEKCU M BIHSHWETO HA ACCTPYKTHBHHUTC (AKTOPH XaTo
11apaMeTpr B TO3M MOAEH.
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Abstract
Using the models from part I, we have derived the basic parameters, describing the discs.
We have obtained the self-similar solutions of the evolution for both types - ADAD and ¢
discs. The results are expressed quantitatively to demonstrare our conclusion.

1. Introduction

As a continuation of Part I, dedicated to the priority of advection theory and
the properties of advection - dominated flow and the comparison with
standard accretion theory, here we present the actual results of our
calculations. In many problems, the simple self-similar solutions don't
correspond to complete solution [12]. They arc intervening asymptotically
and in a number of cases they give a sufficient idea of the studied physical
phenomena with correct boundary conditions. As a result of the required
transformation performed in our letter and using work [7] with adequate
variables, we will obtain self-similar sclutions, too.

2. Equations, describing the evolution of o disc and ADAD.
The last two systems from part T [8] {eq. 3.29 + 3.33; 3.34 + 3.38)
cnable us to obtain all parameters of the disc, so, we arc looking only for %
in explicit form. To this end we will use the conservation laws; using ( eq.
2.10, see [8] } we obtain:
M ah,)‘l aF
(1L1) ZVr=——= ((}‘h -
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which gives respectively:

. IF
1.2 =27
( }) M=-2xm E
2z IF

[[3) M=-—
( ) C, ah

From (eq. 2.9, see {8] ) and ( IL.1 ) come after:

& 1{Gm) N3
(1L4) —:—( 3) 7 (07—) i
d 2 L' h|\h o
as we apply {eq. { 3.33 Y and eq. {3.38 ) see [8] Y and the relation
v (20
—= [ 3] we obtain the follows diffusion equations:
h 3c,
&F F" *F
(ILS) —=I1—
( ) h" &22
8F I1, &°F
ey —=
( ) h &2
where:
1
AF4 o c
= (GM)* I, =22 (6m)
2 ¥ TR
4+ 2a, 12 + 6a, +2b, — 5S¢,
= 1=
10 +2a, - 25, ~ "= 10+2a, - 25 —c,

From { 11.4 } we get:

(GM)Y F'™
7)) T=——~4°
L7 21— m)TTR*"
(M)
II8) = —
(118) 211, #*

3. Self — Similar Solutions.
First we will define the role of self-similar solutions and then we will
give an example for their application, Such an example is the
examination of the temperature diffusion equation for stationary
conductive medium, presented in [7]:
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a—T =DVT
ot

D - diffusion constant.

We will determine the temperature at successive moments of time,
when the initial distribution i1s: 7 = Kr*, r- the distance to the centre of the
coordinate system.

If we define the scale of the temperature U, the distance A and
the time 7, then we can determine the dimensions Dand X :

[Dl=n7'A? and [K]=A"U
D independent of /

Sometimes, after the beginning of the process, the typical length
scale depending on time may be defined as:

A )= (Dr)
The time-dependant temperature scale may be defined in a similar
way:
T.{e)= KA (1)
The solution should yield 7 as a function of f and r. In non-

dimensional form:
T T

T, KA

[

This form should be a function of —% and ?
i
So we obtain the solution in the form :

¥
T = KA T -~
‘ (AC(OJ

7, - dimensionless function composed of its dimensionless
arguments,

The obtained result is a self-similar solution, since time dependent
scales are used. The temperature scale ia always the function of scale
featuring the length. This is the self-similarity of the problem which denotes
that variable scales of A_and 7, may be selected. Because of this, it is
possible to represent the scale of characteristics by a single variable
function.
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Therefore, the presence of several dimensions for the independent

constants, including the boundary conditions of the problem, defines the
neccessity of seif-similar solution.

Let us examine the problem where the self-similar solution is of the
first order. The time behavior of a thin disc is defined by (11.5) under the
assumption that for the initial moment ¢ =0 the distribution is:

F=Kh’

The dimensions of all values in {II.5) and initial conditions are:

[nl= Al =7 [F]= MAMy

[H] - M-«mA—Z{n—nHZ]??2;1—;:1—3;

[K]= MA20p 2,

Now we have to determine the typical scale of the total angular
momentum %_{z) and typical scale of friction Fc(f) for each moment
t>0.

The first value is obtained from the dimensional analysis of (I1.5):

)= R 6ye)—

For Fc(f) we use the initial distribution:

F(6)=Kn ()

Subtituting the last equation in the upper one, we cbtain for 4, :
1

n+2—xm

The solution of the problem yields F as a function of % and ¢ and
may be expressed in dimensionless form:

NS Y U S
F. Kh(tf bt h,

[ [

h, (1) = (1K™t

Then function F will take the form:

Fht)= th"(r)F{}?—J.

c

Using the present above [7], we divide the variables in ( IL.5 } and
(1.6 ):
h
F(ih) = F(8) (&), & L. by =.[Ghr

- = ? el
hy v
Eelile
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r.. 18 the edge of the disc.

Then:

(mi) F(r)Q ——;—I‘L
' — Aml{t + ¢,
(112) F(t) = Fe®, =‘/LHTH

h()
O’ﬂf_ wopil-m
(1113 o7 = A" f
;f

(1114 ) 2 = AL

Also, we can search the function in polynomial form:
(IL5) f(f) =a.t+ alf + azéﬁ'
/f{aol—m /126101—2»:(1 . m)
» Ay =

-1 7 22 -1 -1)?
2i+1 = "
% =501 A=120-1)a,™" - 2l{i -1)a,
and the boundary conditions are:
fH=1

. flo)=0
Fn=9
finally we replace (IIL1 ), (IIL.2 ), (II1.5 ) in (I1.7 Yand { I1.8 )
Then we replace the result in ({ eq. 3.29 +3.32,) and (eq. 3.34 +

I=34n—-m, a=

3.37), see {8]). As a result, the parameters of two discs are obtained in
explicit form of time and dimensionless coordinate &.
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Standard accretion disc:
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Advection - dominated discs:
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Using Tables 1 and 2 ( Appendix 1), and from { 1116 ) we obtain
the parameters of the disc for two regimes: Thompson’s opacity and frec-to-
free transition.

To obtain the parameters of the advective disc we must define the

constants ¢,,¢,. Using the equations

w=c,w; h=wr"; h =o' j=cz
1

we can find ¢, .
But the valuc of ¢, cannot be defined precisely, we can give an
appreciation only and taking into account physically and mathcmatically

conditions. To kecp the slim disc formation it is nccessary — doesn’t
I
exceed 107° . But the disc is advective hot and then I% 18 in maximiumn:,

H
that is why we consider — =1072.
F

4. Comments

A comparison has been made between the standard and the
advective model of the accretion disc and as a result, the main parameters of
both discs in dimensionless quantities are obtained. We have used
hydrodynamical equations, as we have added the terms describing the
advection. The obtained solations are self-similar,

The results (Appendix 2) lay down the field of action for the
sccond theory. They prove that the new advective theory can be used, while
the main advantage of the standard theory - the slim disc approximation,
remains.

The presentation enables us 1o obtain the full approximation
solution for disc parameters at non-stationary accretion, Although the self-
similar solution doesn’t fit in accurately, it displays good quality estimation
for the physical processes in a given astrophysical disc.
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HAKOU OCOBEHOCTHU HA o AUCK ¥ AIBEKTHUBHO -
AOMHWHHAPALI AKPEITHOHEH NUCK. ABTOMOIEJIIHA
PEIIEHHWA U TAXHOTO CPABHEHUE - 1I

Jvwesap Qununos, Kpacumupa Surosa, Januena Andpeesa

Pesrome

Ha Oazara Ha CTPyKTYpHpaluTe MOACHA B uacT [, ca M3BEAEUH

OCHOBHHTC  HapaMmeTpi, XapakTepH3IMpAIM MBAra AHCKA, Honyqelm ca
ABRTOMOMNCIHN DCHICH#WA 3a ¢BOJIIONMATE HA J(BATA TUIA - AHBG[{THBHO—ﬂOMHHHpaﬂl
M O THCK, Pe3yn'ra'm'rc ¢a PEACTaBelId H KOMWYMCCTIRCHIO 32 A2 NOTBEPASIT HALIUTE
H3BOAHU.
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APPENDIX 1

Table No.1
Regime a bi Ci
Yo 0 0 0
Yo ] 3,5 1
a M/M. Lo/ Ro n
0.3 3 1 0,3
Table No.2

Regim 'm | n | A | a | a [a |1 |L [N |[N|qi]a

0 2/5( 1,213,482 1,376 002 (38|66 13|16 1 0

0,39

e |03[08(3,137(1,430| - [003[3560|31 17|27 -
0,46 4 1/7
Table No.3
¢ 3 Aa 2, a a3 v i 5[%{]
1 10 [-533] 1,5 | -0,66 | 008 4 7 7.46.107
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APPENDIX 2

Table No.4
Xl 2y, el T bV )Y E. 1g¥/% | 183/2.q A
517,15 150,00 0,01 2,71 2,18 0.8
32,73 14,99 0,1 1,51 1,18 0,08
14,18 1,47 0,2 1,15 0,87 0,07
7,73 4,94 0,3 0,89 0,69 0,05
4,96 3,64 0,4 0,70 0,56 0,04
3,49 2,93 0,5 0,54 0,47 0,03
A=107 2,59 2,27 0,6 0,41 0,36 0,03
1,99 1,83 0,7 0,30 0,26 0,03
1,57 1,48 0,8 0,19 0,17 0,03
1,25 1,18 0,9 0,10 0,07 0,03
1,00 1,00 1,0 0,00 0,00 0,03
Table Neo.5
TJT k Tff/ Tk T/ Tad é IgT/ Tk lgT/ Tad A
6445,6 1¢* 0,01 3,81 4,00 0.8
102,14 10° 0,1 2,01 2,00 0,08
29,30 25,00 0,2 1,47 1,40 0,07
6,74 11,11 0,3 0,83 1,04 0,05
4,36 6,25 0,4 0,64 0,80 0,04
3,09 400 0,5 0,49 0,60 0,03
A=10"? 2,33 2,78 0,6 0,37 0,44 0,03
1,82 2,04 0,7 0,26 0,31 0,03
1,46 1,56 0,8 0,17 0,19 0,03
1,20 1.23 0,9 0,08 0,09 0.03
1,00 1,00 1,0 0,00 0,00 0,03
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Table No.6

VaNVa | VIVG | ViVGa | & [1gVdVa | 1gVlVaa | A
80,03 107 0,01 1,90 2,00 0,8
10,07 10 0,1 1,00 1,00 0,08
5,40 5,00 0,2 0,73 0,70 0,07
2,60 3,33 0,3 0,41 0,52 0,05
2,09 2.50 0.4 0,32 0,40 0,04
1,76 2,00 0,5 0,24 0,30 0,03
A=107 1,53 1,67 0.6 0,18 0,22 0,03
1,35 1,43 0,7 0,13 0,15 0,03
1,21 1,25 0,8 0,08 0,10 0.03
1,10 1,11 0,9 0,04 0,04 0,03
1,00 1,00 1,0 0,00 0,00 0,03
Table No.7
wwlfqu, V\fm,‘::rwﬂp W/ We™ | & IgWig/W: | 1gWr/W | A
H1
Q@ rg
3,3.10° 1,4999.10° | 0,01 6,52 6,18 0,8 -
3301,0 1498.3 0,1 3,52 3,18 0,08
411,51 186,84 0.2 2,61 227 0,07
52,13 54,90 0.3 1,72 1,74 0.05
21,62 22,78 0.4 1,33 1,38 0,04
10,80 11,74 " 0,5 1,03 1,07 0,03
A=10" 6,04 6,30 0.6 0,78 0,80 0,03
3,63 3,74 0,7 0,56 0,57 0,03
2,30 2,31 0,8 0,36 0,36 0,03
1,50 1,46 0,9 0,18 0.16 0,03
1,00 1,00 1,0 0,00 0,00 0,03
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Table No.8

) T/P k Pf[/P k P/P ad E., lgP/P k lgP/P ad A
4,09.10" 1,4999.10" 0,01 10,61 10,18 0,8
3,25.10° 1,4993.1¢° 0,1 5,51 5,18 0,08
9453,30 4671,00 0,2 3,98 3,67 0,07

743,48 6, 03 2,87 2,78 0,05
161,85 142,39 0,4 2,21 2,15 0.04
49,10 46,96 0,5 1,69 1,67 0,03
A=107 18,31 17,50 0,6 1,26 1,24 0,03
7,84 7,63 0,7 0,89 0,88 0,03
3,90 5,61 0.8 0,59 0,56 0,03
1,88. 1,80 0,9 0,27 0,25 0,03
1,00 1,00 1,0 0,00 0,00 0,03
Table No.9

Tt | T/ | T/Tag 13 lgt/ty | lgt/Ty A
517,15 150,00 0,01 2,71 2,18 08
32,73 14,19 0,1 1,51 1,18 0,08
14,18 7,47 0,2 1,15 0,87 0,07

1,07 4,94 0,3 0,03 0,69 0,05
1,07 3,04 .4 .03 0,56 0,04
1,06 2,93 0,5 0,03 0,47 0,03
A=1072 1,05 2,27 0,6 0,03 0,36 0,03
1,04 1.83 07 0,02 0,26 0,03
1,03 1,48 0.8 0,02 0,17 0,03
1,02 1,18 0,9 0,01 0,07 0,03
1,00 1,00 1,0 0,01 0,00 0,03
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Table No.10

(Z/Z0): 107 | C/Z0)e 10 | ou/Zs tyld]
1,12 3,30 0,86 20
0,601 3,62 0,80 30
0,40 1,85 0,74 40
(.28 1,10 0.69 50
0,22 0,72 0,64 60
0,17 0,50 0,59 70
0,14 0,37 0.55 80
012 0.28 0,51 o0
0,10 022 0,47 100
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POSSIBILITIES FOR APPLYING
PHASE-MANIPULATED COMPLEMENTARY SIGNALS
IN SPACECRAFT-BASED RADARS

Borislav Bedzhev

National Military University, Artillery Department,
Air-Defence and Communication and Information Systems

Abstract 4

In spacecraft-based radar systems, high-quality images of the planet, saiellite, and
comet surface are obtained using the Synthetic Aperture Radar (SAR) method. Moreaver, to
pravide both wide performance range and great distance resolution, complex radar signals
with inner pulse modulation are applied.

Currently, space SARs use mosily linear frequency modulation (LFM) signals.
However, alongside with their positive features, they also possess some disadvantages. At
the same time, in the recent dozen years or se, signals with internal pulse phase
manipulation {PM) became widely applied.

The results of the paper may be summarized as follows:

1. A mathematical method for synthesizing a new class of PM signals called
generalized complementary signals (GCS), whose ACF features close-to zero side lobe
fevel has been developed.

2. Through camputer simulation of radiclocation systems with inverse synthesized
aperture, the applicability of GCS in prospective spacecraft-based radar systems has been
proven.

1. Introduction.

As 1t 1s known [1], in spacecraft-based radar systems, the method of
synthetic aperture is widely used in order to obtain high-quality images of
planet, satellite and comet surfaces. In this process, complex radar signals
with inner pulse modulation are applied because they provide both wide
performance range and great distance resolution.

The most important feature of the autocorrelation function (ACF) of
synthetic aperture radar (SAR) signals is the level of their side lobes,
because they determine the dynamic range of the image and the possibility
to identify small objects. At present, in spacecraft-based radars, signals with
linear frequency modulation are widely applied. They were proposed fifty
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years ago, but despite their positive qualities, they have some disadvantages
as well, such as a relatively high level of ACF’s side lobes and complex
generating and processing hardware [2]. In this regard, it should be
emphasized that, recently, signals with inner pulse phase manipulation (PM)
have found wide application in wireless communications. For instance, PM
signalling is the basis of the so-called “Direct Sequence Spread Spectrum”
techniques [3]. As a result, the PM signal generating and processing
hardware has improved drastically.

In view of the above-mentioned facts, this paper aims:

- to suggest mathematical methods for synthesis of a new class of
PM signals, named generalized complementary signals, featuring ACF with
close-to-zero level of the side lobes;

- to illusirate the advantages of the usage of generalized
complementary signals in prospective SARs.

2. Method of phase manipulated complementary signals synthesis

It is known [4], that PM (or DS-SS) signals represent sequences of n
equivalent elementiary pulses which are described by:

() v =D U ue(t~1,).coslw,(t—1,)+ 6.1,
=1
where;
- U, are the amplitudes of the elementary pulses;

- W, =27, f, is the carrier frequency;
@ 1 if 0<i<z,
Ugtl) = .
° 0,if £<0,0rt>1,

To simplify the practical accomplishment of the complex process of
PM signal receiving, the following limitations in formula (1) are made [ 3,
41

- T, = CORSI; UJ. =U, = const; 7=12,..n;

- 8, e{(2Ay/m, 1=0]1,..m-1}.

In this case, the PM signal can be described as a sequence of
complex amplitudes of elementary signals [4]:

VO =3 UL Do),

where {{( j)}’;.;}} is the set of complex amplitudes of the elcmentary pulses
and the elements of the set are the m-th roots of the unity:

2y L(j)e {exp2ml/m);l =0L,...,m—1}.
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It is known that complementary series are a pair of two special PM
signals, whose aggregated non-periodical auto-correlation function (ACF)
resembles a delta pulse. The classical Golay's definition of the
complementary series [5] is:

Definition 1: The sequences {u(/)Y,, {())},%, consisting of n
elements with values +1 and -1:
HHe =L+ nGe {-1,+1};i=0,1,...,n-1, are «called pair of
complementary series, if:

3 Rc<k)=R,,,<k)+R,?(k)={ R
0k =212, *(n-1
In (3), the non-periodical ACFs R, (k} u R, (k) are defined by the

well known formula [3, 4]:
n—I-—II(I

>ss*(i+lf}  ~@-psr<0
4y R, (k)z]l = .
Scx(fle(j+k),  O<k=n-1
i=0
Here, the symbol "*" means a complex conjugation. The above
definition of complementary series will be clarified in Fig. 1 by an example
of sequences of code-length n=10:

HO =Ly ==L U2y =113 =—1 LY =-1 15 =1 ;6 =L ATy =1 (&) =1 ;) =1,
RO =170 =12 =L73)=-Ly&) =—L7%5) =L KO =L N =Ln&) =-L %9 =-1
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Code seguence 1 autscorrelation function

i 8
—4 -2 0 2 4 =1 8 10
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Agaregated sutocorrelation function
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-0 -8 -6 2 4 B 3 10

Fig.1. Autocorrelation functions of complementary scquences
with n = 10 clements.

The complementary series are unique among all PM signals for the
following features:

- their aggregated ACF has an ideal shape resembling a delta pulse;

- if a pair of complementary series, consisting of n clements, is
known, then it is easy to create an infinite set of pairs with unlimited code-
length,
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With respect to the second feature, it is necessary to emphasize that
most PM type signals with close to ideal ACF have limited code-length. For
instance, Barker codes exist only for n <13, if n is an odd integer.

In the original Golay's paper, two theorems are proved [5], which
show the way we can obtain derivative complementary series with code-
length 2n.r if two pairs of code-length n and r are known. The theorems are
similar and in order to simplify the explanation, they will be combined as
follows.

Theorem 1 {Golay's Theorem): If the two pairs of complementary

series A ={u(N}5, B={n()}%s and C={E(D}%, D={{DYL, of
code-length 1 and r respectively, are known, then the derivative pairs of
seqiiences: '

(5a)

K ={EALD.A,. £ -1).A,L(0).B,{1).B,....{ (r - 1).B};
L={{(r-1).A{(r-2).A,..{(0).A-E(r —1).B,~E(r — 2).B,....~E(0).BY;
(3b)

M ={5(0).4,4(0).B.E(M).A,{W).B,.... £(r = DAL (r ~1).BY;
N ={{(r-1).A-¢G—D.B,{(r-2).A~E(r — 2).B,....{ (0).A~E0).B);

are complementary sequences of code-length 2nr.

Complementary series of code-length »=210,26 are known at
present. Using them and Golay’s theorem makes it possible to create infinite
number of complementary series of code-lengths:

6) n=2"10".26"%,

It is mnecessary to emphasize that Golay’s definition of
complementary codes is not useful in some important cases. This situation
has motivated some theorcticians like Tseng, Liu, Suehiro, Ignatov [ 6, 7,
8], to extend the classical definition. Namely, they have proposed the so-
called “generalized complementary codes” which constitute a set of p
clements (PM signals), the aggregate ACF of all sequences having an ideal
shape resembling a delta pulse. Consequently, Golay’s codes arc a particular
case of Tseng-Liu codes, where p=2. Now it ought tc be seen, that:

- the PM generating hardware is drastically enhanced;

- the binary phase modulation isn’t appropriate quite often, because
it restricts the rate of information translation and/or the possible variants in
the process of developing communication devices.
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With regard fo this, in the next part of the paper, we shall “correct”
Definition 1 as follows.

Definition 2: The set of p sequences (PM signals), whose elements
are complex numbers, belonging to the multiplicative group of the m-th (
m> 2 ) roots of unity:

[A =8NS A = &G A, =16 (D' b
&) e {expail/m, )l = 0,1,..., m, -1}k =1,.2,.., p.

are a set of generalized complementary codes {sequences) if and only if
their aggregate ACF has the ideal shape, resembling a deira pulse:

® R(r)—ZRm(r) { = tntotn if r=0

This definjtion will be illustrated by the following so-far-unknown
complementary codes (m=4 in (2), p=2):

(DY =Lilyy  (n(DF o = {LL-1};

(e = {-LELLL ()Y = {11~}

Now we shall sce whether it is possible to create scts of
complementary sequences of unlimited code-length, using some initial sets
of complementary sequences of short code-length. In order to reach this
goal, we shall prove a theorem, whose particular case is Golay's theorem.

It should be emphasized that a common theorem couldn’t be
developed based on Theorem I, because the method of Golay, Tseng and
Liu is not applicable for the situation of generalized complementary codes,
according to Definition 2. Therefore, we shall use a new algebraic method
[8]. At the beginning, we shall introduce some terms, used in the common
theorem.

Definition 3: The matrix H ={h, () }hk=12,.,¢:l=12,.,p

will be called generalized column orthogonal matrix, if:

a . e, ¢, =const, if j=us
(10 th.j(x)‘hk,s (x™) ;{ ! o
k=1

(7)

i r=12,. max{n,}.

®

j *
0, fj#sj=12,. . ,ps=12.p
The entries of the mairix H 0p 1 {10} are polynomials with
equivalent maximal power of x in each column: deg b (xy=r, -1

It is easy fo see that the column orthogonal matrices satisfy the
equation:
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¢, O 0
(H%" H = 0@ ?
¢ ¢ ¢

Here:
- the superscript “T” means “changing the places of the rows and
columns™;
- the subscripts are omitted in order to simplify the expression.
Examples of the matrix H when degh,, (x) =0 are:

1 1 1 w 1 1]
2 . 1 \fi
I o w,|1 w 1],Iie., where: a)=—5+z——;

. 2

l o w I
o’ =—l—i£, l+w+w®=0.
2 2

Now we are able to prove the following common theorem.
Theorem 2: Let H, | be generalized orthogonal column matrix, and

let {A, z{é:k(j)}j'l:;ft..m,‘_'}If:i be a set of generalized complementary

sequences. Then the set:

(1)

(M Ay Ay ey A YRy Ay Ay ey A Ve (B ATy Ay s B ALY

gl q2 ‘qptt e

is a set of generalized complementary codes, too. Here, multiplications in
(11} mean:

(12) R A = 00A,{ DA ... §(n — 1A,
(13)  hy(x)=C 0 —Dx7 £, - Dx7 + L+ (D x+ £,(0).

Proof: The proof will be made using the so-called creative functions
method [10]. According to this method, the ACF of the PM signal will be

presented by the following polynomial:
(14)
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P)=F).F*(x7) = Ry (=(n=D)x " + Ry (=(n—2))x ™" + 4+ R, (0) +
Fot Ry (n- 2).x"7 + Ry (n -Dx"t = ERﬁ (k).x*

k=—{n-1)

Here:

(15)  F(x)=l(n-Dx"" +{(n=2)x"" +...+ {(D).x + £(0),
is the polyncmial, corresponding to the sequence {{( Niice L of complex
amplitudes of the elementary pulses of the PM signal, R, (k} are the ACF

vajues and F*(x™') is the polynomial:
(16)

FXr)=*n-Dx "+ {4 -2 P 4+ .+ Cx(x” + £(0).

Applying {14)-(16) in (11) yields:
(17)

¢ n R e Y | L RULIRTOR R SN Py
x)zz Zh(x;) i ””A }!:Zk(x ) 1Ry ity I"'A( )]
i=l

i=l j=I i=1

=2i o (x" i (x)A, (x )+ izl[ g X A AT (7 )
i j=2 k=1

+hq kh* ‘(; R PIE T I)AJ'--]\- (x)A"f(x"] )J
It is easy to see, that in (17):

373y (R (x‘"f)Aj.(x).A;(x—.')zi A, (x).4;(x )Zhu (X" Ry =

i=l j=l

l.’J‘

— - o A_I — ) . .

= Zc?J A, (x).A; (,x ]— (r:,n, +c,n, +...+LPHP}
7=t

J=1

M«,

[ (™ g ™ Y ettt (50 (et Yo

k=1

Mg # n; =My y) Na#l-1)]
+hu._k(,x i e B i I )]_0,

i=

\.h.
r..i
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Yy

g g
because: D A, (x" ) (7 )=0, Dk, (x"* VA (x™) =0, according to
i=] i=l

(10).

The last cquations show that in (11), condition (8) is satisfied.
Hence, set {11) is a set of generalized complementary sequences.

Theorem 2 reduces the problem for synthesis of complementary
sequences to two steps: first, finding an arbitrary "initial" complementary

set {4,107, and, second, construcling an appropriate "creative” matrix
H, . As the above-shown sets (9) are appropriate initial sets, it is enough

to concentrate our efforts on solving the second problem. With regard to
this, it is easy to verify that the following matrices H(x) satisfy condition
(10) [97:

B xu ,B xn B x2u . B x‘ln

(18) H(x)=|:"“1*( ::) 2"“(* )u :|’ H(;’C)=|i :(N* )2!1 n ""’"2( 7 )
B, (x")=B, {x") x". By (x™ ) —x". B, (x*)
where:

(19 B(x)={-Dx""+{ r-x" P+ + 0"+, (0,
(200 B(x™ =L -Dx" N+ L -2x7 P+ L+ G DT+ 40,
and {{,( j)};;g;k =12 is an arbitrary set of generalized complementary

sequences of length r and p=2.

Construction (11), proven in the paper, will be illustrated by two
examples, where sets (9) of generalized complementary series, will be used.
Let the firsi one be as follows:

A =B = (DY ={Lils A, =B, ={n(H}, ={LL-1}.
Applying the construction of Theorem 2, the derivative set of
generalized complementary series of length 2.n.r = 2.3.3 =18 is obtained:

K={Lili~LiLi,L,L-111-1,-1-11}; L={-1--LLi1Lil,-1,-11,i,i,—i—1-
In the second example, the sets of generalized complementary series:

A =By = {p(DYi ={-00LLL; A, =B, ={n{)}, = {Li-Ll-i},
are used to develop a sct of generalized complementary series of length
2.nr=2.5.5=50. The complex parts of the initial and derivative sequences
are shown in Fig.2 and Fig. 3, respectively.
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Code sequence 1 aulocowalalion fuuclion

Code sequence 1 aulocortedation function

T T I T T I T T
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Aggregated avlocomelation functinn

Angregated aulecotrelalion funclion

(b}

- 8 T
R I |
3 2 1 a i 2 3 4 5

Fig.2. Real (a) and imaginary (b) components of the autocorrelation
functions of complementary sequences with z = 5 elements and m = 4.
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Code sequence 1 autocorelalion fwiction Code sequence 1 avlocerreladion funchion

4 1 VI o T i AN
Wheeeent- ghi-
MU
0 AEV“; i :“’“““E‘“V‘Q“ A
1 I | 1 | 1 1 | 1 8 1
S04 W L 0 0 W XD XM OB EH 40 W A D W N B M A
g Enfe ssqulsncfe__2_a}l}_ﬂ_c_n_r:_sfa_lifsp!{unclin‘rt Code sequence 2 aulocarrelafion funciion
40--
Mk
Pl
10

SIS AN W O
A4 30 ®» om0 0w W P40 A

Agaregaled 2uiocoielation inciicn

b G s il S L —
- ;
o] T IO
i v 0
o] I el 05 .
] S N T A S A oot de e e duadag
B0 -0 B 40 0 1 W 3 4 W H 4 W W 0 0 100 W A M A
() (b

Fig.3. Real (a) and imaginary (b) components of the autocorrelaticn
functions of complementary sequences with # = 50 elements and m = 4.

3. Possibilities for applying phase-manipulated complementary
signals in spacecraft-based radars

The possible advantages of applying sets of generalized
complementary sequences are verified by computer experiments. The
operation of a radar using the method of inverse synthetic aperture in the
process of target identification is simulated.

The experiments are based on the geometrical model, proven in {11].
It is assumed that the object is radiated by a pulse sequence of pulse
duration T, repeat period 7, and carrier frequency f,. During the

cxperiments, the impact of the type of the inner pulse phase modulation on
the quality of the object image is examined. Namely, the pulses of the radar
transmitter are described by the foliowing formula:
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(21)  u(@)=U, exp{iler +bm+¢,l},
where U, is the amplitude of the carrier frequency, @ =27f, - the angle
frequency; ¢, - the initial phase, and the parameter b determines the type of

phase modulation. For instance, in the case of phase modulation with 13-
element Barker code, the parameter b agsumes the values:

0, t=1,57,;

1 r=6?€0;

0o, z:@’:o;

22y b=41 , 1=107,;
0, t=1l1z,;

, =127, ;

0, t=137,,

where 7, is the duration of the elementary pulses {(chips).

The trajectory parameters are:

- the object velocity V =400 [m/s];

- the course parameter @ =7z [rad];

- the measure of the object space grid cells AX =0.6[m];
AY =0.6[m];

- the initial coordinates of the object x, =0{m]; y, = 5.10¢ [#].

The parameters of the radiated pulse sequence are:

- the duration of an PM radiated pulse (in the case of Barker code,

phase medulation) 7 = 5,2.107%[s];
- the duration of an elementary pulse (chip) 7, = 4.107 [s];

- the carrier frequency f =10"[Hz];
- the number of pulses reflected from the object N, =500.

In the case of medulation with complementary codes, the following
sequences are applied:

(23)  {u(D) o = (HLAL+L L4141 141}
{??(j)}jﬂ) = {+13+1’+19_1;_19_19+ls_1} .
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In the odd periods, the first sequence is used, and in the even periods, the
second one. The duration of ecach sequence (“concatenated” pulse) is
T =3,2.107[s].

In Fig. 4-7, the numerical results of the experiments with models of
the aircrafts Boeing-707 (Fig.4), Falcon-2000 (Fig.5), MiG-29 (Fig.6) and
Mi(-35 (Fig.7) are shown.

Barcer's code Cocle sequence 1

210 22 23 240 20 260 210 prdl 230 240 250 2B0

(@) i)
Code satjuence 2 Final code sequence

20 20 20 A0 2/ 26D 20 20 7@
fc} {<h

Fig. 4. Numerical results of the experiments with model of the aircraft
Boeing-707.

240 240 260
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Barcer's code Code sequence 1

20 W0 20 40 280 260 20 20 23 M0 B 60
(a) &)

Code saquence 2 Final code sequence

210 23 20 240 250 20 210 220 230 240 250 260

(e} ()
Fig., 5. Numecrical resuits of the experiments with model of the aircraft
Falcon-2000 .
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Barcer's code

210 220

20 M0 %3 M6 I
{a)
Code sequence 2

210 220

230 2450 ] 200 X0
(<)

Code sequence 1

70

40

210

220 230 24 250 60
(b)

Final code sequence

270

70

40

pali)

prul 230 240 25D 25

@

Fig.6, Numerical results of the experiments with model of the aircraft

MiG-29.

270
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Barce's code Colle sequence 1

a0
0
70
70
&0
80
50
50
40
10
30
E 1]
0
20 20 2\ 240 20 20 20 20 20 M0 %0 XD
(a) )
Code sequence 2 Final code sequence
8o 0 ' "
70 0
B B0
0 &0
40 40
30 0
20 e
210 220 0 240 250 0 24D 220 230 240 250 ]
{) Ch

Fig.7. Numerical results of the experiments with model of the aircraft
MiG-35.

On the basis of the experimental results, it is easy to see that:

1) If sequences (23) are applied separately, the structural noise is
bigger than the noise in the case of modulation with Barker’s codes (Fig.
4a,b,c — Fig. 7a,b,c).

2) If sequences (23) are applied together (in “aggregate™), the
structural noise decreases practically to zero, which results in ideal shape of
the ACF (Fig. 4d — Fig. 7d).

4. Conclusions

From everything stated above, it can be easily seen that Theorem 2
generalizes Golay’s [5], Liu’s, Tseng’s, Suehiro’s and Ignatov’s
constructions [6, 7, 8]. This was revealed upon investigating the commoen
case where the phase of the PM signals can take m > 2 values. As a result,
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Theorem 2 construction  accelerates the process of synthesis of

complementary series with unlimited code-length 2°.#°.+" using
complementary series with short lengths n and r. The advantages in the
design of modern communication devices are also increased because
systems with PM signals with modulated phase according to a set of
gencrahized complementary series make effective use of the electromagnetic
spectrum.

Having in mind the above-mentioned positive features, the
construction for synthesis of complementary series proven in the paper
could be used successfully in prospective spacecrafl-based radar systems,
where PM signals allow enhancing of the ranging distance without loosing
measurement accuracy and target resolution.
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Bb3MOXKHOCTH 3A U3IIOJ3BAHE HA ®A30BO
MAHUITYJIHPAHU KOMIVIEMEHTAPHU CUTHAJIH B
KOCMHYECKHUTE PAIMOJIOKAITUOBHHU CUCTEMUI

Fopucnas Hopdaros Bedoces

B panuonoxanpondnre cucremu (PJIC), OGasmpanwt Ha KOCMHMCCKH
anapary, 3a NOMyYaBaHe (4 BHCOKOKAYCCTREHH H300paKeHns Ha IORLPXHOCTTA Ha
INTAHCTHTS, COBTHHUMTC ¥ KOMETHTE, HIMPOKO CC [pWIara METOHLT Ha
n3KycrBenara cuHTesupana aneprypa (Synthetic Aperture Radar - SAR), Ilpu Tosa
3a CHHCBPCMENHOTO Pealu3upadHe Ha TOJsIM PaJUdyC H4 AeliCTBHE M 1A BHCOXA
pasicHMICNHa  Cnoco0NOCT [0 Pa3CTOSHHC  Ce€  H3UON3BAT  CHOKHH
PaLHONOKAIHOHHN CHTLHAIHY C BTPCLINIO UMITYIICHA MOLYHAITHA.

Ha nacrosmms cran B xocMudeckute SAR 0CHORHO NPHIOKEHHE HAMUPAT
CHTHAJIMTC ¢ NUHEHHA yecToTHA MogyNanus (JTIM). BLapexu 10N0KATENHUTE HM
CBOI:ICTB&, 3@ THAX ¢ XapaxKTepH M HEKOM HCHOCTATBIIH. B CBILIOTO BpCMC
CHTHAJIMTE C BBLIPCUIHC AMOyncua ¢asoBa mauunyganug (PM) namepnxa mpes
HOCHCHHUTE JleceT MOJIMAM H3KIIOUHTENHO INHPOKO pasiipocTPaHeHuce.

[Ipenpuy na w3noxenute (axrty, B HACTOAIIATA CTATHA CA NONYUCHH
CHEHKUTE PCIYNTATH.

1. PaspaboTen ¢ MaTCMaTHUYECKH METOH 34 CHHTE: Ha HOB Kiac PM
cUrnany, Hapcuenu o6obuicHu xommnementaphu curmanu (OKC), umsro AKO
YMa CTPAHUYIY JIHCTH C IPAKTHYECKHA HYNERO [IUBO.

2. UYpes KOMIIOTRDHM cuMynalmu Ha paborata na PJIC ¢ unBepcha
curTesupana aleptypa ¢ obocnosana upunoxumocrra Ha OKC B nepcnckusiiuTe
PJIC ¢ xocMmuccko 6asupane.
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NEW BOQOKS

AEROSPACE METHODS IN ECOLOGY AND ENVIRONMENTAL
STUDIES

In the end of 2003, the Prof. Marin Drinov Publishing House issued
Part 1 of the Book AEROSPACE TECHNIQUES IN ECOLOGY AND
ENVIRONMENTAL STUDIES by Dipl. Eng. Garo Mardirossian, DSc.
The book reveals the potentials and application of aerospace techniques and
instrumentation in solving one of the essential problems of modern
mankind, namely, ecological and environmental studies. Part 1 of the book,
entitted TECHNIQUES AND INSTRUMENTATION FOR REMOTE
AEROSPACE STUDIES OF THE EARTH is dedicated to the techniques
and mstrumentation used to acquire data and information by remote sensing
of the Earth on board of acrospacecraft.

Acrospace studies and their major trends are considered, cmphasis
being placed on the physical methods of remote aerospace studies of the
Earth from space; various earth orbits are described, in particular, those used
in remote sensing. Attention is focused on remote sensing techniques and
instrumentation used on board of both automatic and manned
aerospacccraft. Consideration is given to visual studies from an carth orbit,
optimal continuous monitoring space complexes, and complex synchronous
aerospace cxperiments.

The author, who is Senior Rescarcher in the Department of Remote
Sensing of the Earth at the Bulgarian Academy of Scicnces, is 2 well-known
expert in the field of techniques and instrumentation used in studying the
Earth’s ecological problems. The book presents the results from his long
career as rescarcher and lecturer. The book is based on the lectures delivered
by the author at various educational stages in the Department of Earth and
Environmental Sciences at the New Bulgarian University, where he was a
co-founder of the programs “Aerospace Techniques in Ecology and
Environment”. The book presented here is the logical continuation and
further development of the three previously published books by the author:
“Combating Ecological Catastrophes from Space”, 1993,
“Ecocatastrophes”, 1995, and “Natural Ecocatastrophes and Their Remote
Acrospace Study”, 1999.

The bock is easy to read and provides a valuable information source.
It is intended for a broad rcaders’ audicnce: researchers, specialists, and



students working in the field of ecology, preservation of environment, the
overall complex of Earth sciences (geography, geophysics, geology,
hydrology, meteorology etc.), aviation and aeronautics, military staff, civil

pretection experts etc.
Prof. Dipl. Eng. Nikolay Georgiev, DSc

FAPO MAPAWUPOCHAH
Aepokocmuyuecku memogu

B ekonozuama u usyuaBavemo

Ha okoaHama cpega

AKADEMIMHD
A3OATEACTBO
WMARWH OPUHOR"

Mardirossian, G. Aerospace Techniques in Ecology and Environmental
Studies. Prof. Marin Drinov Publishing House, Sofia, 2003, 208 p.
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